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Introduction

In support of its carnivore conservation strategy (Paquet and Hackman 1995), World Wildlife Fund (WWF) has asked the Conservation Biology Institute to gather and map available information on carnivore habitat quality in the Rocky Mountains. Our study area is from the region surrounding Jasper National Park in Alberta and British Columbia to the Greater Yellowstone Ecosystem (GYE) in Montana, Idaho, and Wyoming. This literature review on carnivore habitat modeling is the first product of our study and the basis for development of new models and maps of habitat effectiveness. The report concludes with a suggested multi-species modeling strategy.

Ongoing declines in the distribution and abundance of carnivores in the Rocky Mountains suggest that common factors are affecting the viability of these species. Although the carnivore species considered here --- grizzly bear (*Ursus arctos*), black bear (*Ursus americanus*), gray wolf (*Canis lupus*), coyote (*Canis latrans*), mountain lion (*Puma concolor*), bobcat (*Lynx rufus*), lynx (*Lynx canadensis*), wolverine (*Gulo gulo*), fisher (*Martes pennanti*), and marten (*Martes americana*) --- differ in their biology, they share some or all of a series of life history traits that make them vulnerable to human-associated disturbance. These include low population density, low fecundity, habitat specialization, limited dispersal ability across open or developed habitat, and other traits that lower ecological resilience (Weaver et al. 1996). The carnivore guild may be divided into three groups: large carnivores that are limited by direct human impact, mesocarnivores (medium-sized carnivores) that are most affected by habitat alteration, and more resilient habitat generalists such as the coyote and bobcat (Mattson et al. 1996b).

Deterministic pressures on the viability of carnivore populations may be due to human-associated disturbance and mortality factors, such as roads, or to habitat loss. Historical causes of endangerment may differ from current threats. Much suitable carnivore habitat in the U.S. remains unoccupied due to the legacy of predator-control programs. For example, in the central Canadian Rockies we have extirpated (and recovered) wolves three times since 1900. Recovery of wolves has always been associated with cessation of direct persecution (trapping or hunting) intended to eliminate the species. On each occasion wolves have had prey and habitat to return to. However, quality habitat has continued to decline, and the number of wolves that reoccupy the central Rockies is always less than before (Paquet et al. 1996). Although direct human-caused mortality remains important, human-associated landscape change is increasingly a critical factor limiting the persistence of the region’s carnivore species.

Due to the small size and isolation of remnant carnivore populations in the U.S., stochastic factors are also of concern. The remaining distribution of these species often includes habitats with lower natural productivity that have escaped human settlement. High temporal variability in food resources often characterizes these areas, increasing chances of population extinction.

Despite these negative factors, the Rocky Mountain region from Jasper to Yellowstone may offer one of the best opportunities for carnivore conservation on the continent. The region currently retains a high diversity of carnivore species. Levels of human population density and intensive land use do not preclude human/carnivore coexistence, as similar regions in Europe and Asia currently support populations of large carnivores (Mattson 1990, Boitani 1995). Existing levels of core area protection, and the level of societal support for preserving the native
carnivores of the region, make this area of North America ideal for achieving the goals of carnivore conservation. These goals include ensuring the long-term viability of regional populations of focal carnivore species, and restoring well-distributed populations where we have extirpated them.

Because of the regional nature of population processes in wide-ranging carnivores, and the regional nature of human-associated threats, successful conservation planning efforts require a broad-scale approach. Our goal is to conduct a spatially-explicit multi-species evaluation that will identify the habitat necessary for the viability of carnivore populations. Although the ultimate factor determining population viability is human attitude, biological analysis has an important proximal role in facilitating human/carnivore coexistence.

Spatially-explicit habitat analysis can identify necessary spatial refugia or core areas that will have a level of protection sufficient to buffer populations against human-caused mortality. It can also identify optimal locations of buffer zones and corridors that will expand the effective size of core areas by allowing use of semi-developed lands while reducing the probability of human-caused mortality. The interaction between food resource availability, carnivore movement patterns, and consequent mortality risks implies that the requirements for viability are location-specific, requiring spatially-explicit analysis. Biological and societal factors interact complexly, and a comprehensive carnivore conservation strategy must address both aspects. Herein, we lay a foundation for biological analysis by reviewing existing habitat models for the focal carnivore species and outlining an integrated approach to habitat modeling that incorporates habitat requirements across multiple scales.
Summary of models by species

Grizzly bear (*Ursus arctos*)

The grizzly bear is the flagship species of conservation planning in the Rockies, and has attracted more funding for research and population monitoring than any of the other carnivores. Despite this attention, its future presence in the region remains problematic. Planning efforts have lacked an integrated regional approach, treating each recovery zone as isolated from other zones and the intervening landscape matrix. Planning has relied on population indices that provide only delayed and ambiguous information on declining viability (Craighead et al. 1995, Doak 1995). Management and jurisdictional boundaries have fragmented habitat analysis. A spatially-explicit analysis of habitat capability at the biologically-appropriate scale has never been completed. These problems affect management of all of the region’s carnivore species, but their effect is most dramatic for the grizzly. The ability to maintain and restore viable, well-distributed populations of the grizzly bear represents the litmus test for conservation planning in the Rocky Mountain region.

In many landscapes the grizzly bear is the carnivore species extirpated first by human settlement, although it may be more resilient than the wolf in highly mountainous areas. However, extirpation of the grizzly from most of the western U.S. is a legacy of predator control programs rather than a necessary consequence of present human population density and land use (McLellan 1990). Brown bear populations coexist with much higher levels of human density in Eastern Europe, Italy, and China (Mattson 1990 and others). Retaining grizzlies in western ecosystems is not an impossible goal. Future conservation efforts, however, will require a more serious commitment to cross-jurisdictional planning and restriction of incompatible human activities than has been evident previously. Whether human attitudes toward the grizzly have improved enough to help population recovery remains to be seen.

The grizzly bear has a combination of life history traits that contribute to its low resilience in the face of human encroachment (Bunnell and Tait 1981). The bear’s low lifetime reproductive potential (three to four female young per adult female in many regions) makes population viability sensitive to small declines in adult survivorship (Weaver et al. 1996). Subadult males commonly disperse two home range diameters (about 70 km), a distance large enough to escape the protection of most western parks (Weaver et al. 1996). However, successful long-distance dispersal between subpopulations, although common for species such as the wolf, has not been recorded for the grizzly.

The continuous bear distribution of the pre-settlement era has been fragmented into a “non-equilibrium” metapopulation (Craighead and Vyse 1996, Harrison and Taylor 1997). This makes the problems that conservation biologists associate with small, isolated populations (such as genetic isolation and demographic stochasticity) more relevant to grizzly bears than to most carnivores. The sex-biased dispersal pattern evident in ursids, in which females establish home ranges near the natal site, reduces the effective breeding size ($N_e$) of populations, and leads to potential genetic risks (Chepko-Sade et al. 1987). Craighead and Vyse (1996) compared the viability of bear populations on islands of varying size and concluded that while island populations of 100-300 bears have persisted with occasional immigration, isolated populations require at least 1000 bears to persist. Mattson and Reid (1991) found a similar size threshold for viability in
European brown bear populations, and placed the Yellowstone population below this threshold. If the definition of a recovery zone is an area of habitat large enough to support a self-sustaining population (Servheen 1993), this suggests that an effective grizzly conservation strategy must consider the status of the entire regional metapopulation.

The challenge of grizzly conservation in the Rockies is complicated because the areas occupied by bears often represent habitat where food resources vary greatly between years (Mattson et al. 1991a). East-slope ecosystems with continental climate are not generally as productive bear habitat as west-slope ecosystems with a maritime climate and high salmon abundance (B. McLellan, pers. comm., D. Mattson, pers. comm.). In addition, bears have been extirpated from the lowlands that once supported much of the population and they are now generally confined to higher-elevation regions in the Rocky Mountains. Within these regions, human development often converges with the critical lower elevations in spring habitat (Mattson et al. 1987, Mace et al. 1996, Gibeau et al. 1996). An example is recreational development near ungulate wintering areas or fish-spawning streams in Yellowstone and Banff National Parks (Knight et al. 1988 and others). The variability of food resources forces bears to increase their home range sizes (Blanchard and Knight 1991), resulting in increased mortality risk from humans. Knight et al. (1988) found that although most mortality sinks in Yellowstone were on the periphery of the park, most of the park’s bears had such a mortality sink within their home range. The level of yearly mortality was inversely proportional to annual habitat productivity.

Although the grizzly is an omnivore, its resiliency is limited by seasonally high calorie needs (Weaver et al. 1996). The diet of bears in Yellowstone and the Canadian parks is notable for the absence or scarcity of berries and salmon (Mattson et al. 1991a). In other areas, these are the consistent high-quality food sources critical to the buildup of fall fat stores (hyperphagia) (Blanchard and Knight 1991). For example, berries are a large component of the bear diet in northwestern Montana and parts of southern Canada (Mealey et al. 1977, Mattson et al. 1991a). Several more variable food sources form substitutes in Yellowstone. Long-term studies are often required to identify key food resources, such as army worms (Euxoa auxiliaris), that are infrequently available (Mattson et al. 1991a). Whitebark pine (Pinus albicaulis) seeds are a critical, although inconsistent, food in autumn (Mattson et al. 1992). Poor years of pine seed production may limit Yellowstone bear populations by increasing movement and associated human-caused mortality (Knight et al. 1988). Ungulate calves and winter-killed carrion are important spring foods. Graminoids and forbs associated with wet meadows and riparian areas are also major components. Hedysarum roots are important, and other roots such as those of sweet cicely (Osmorhiza spp.) and pondweed (Potamogeton spp.) are important episodically (Mattson et al. 1991b). A variety of minor components such as rodents also contribute to the diet.

Mealey et al. (1977) surveyed vegetation in areas of grizzly activity in northwestern Montana and noted that berries associated with open areas (globe huckleberry (Vaccinium globulare), buffaloberry (Shepherdia canadensis), and Sorbus spp.) formed the bulk of the diet. Mesic meadows and riparian areas were second in importance as a source of graminoids and forbs. In contrast, Blanchard (1983) found that telemetry locations for Yellowstone bears were primarily in moderate to dense (26-75% cover) forest less than 100 m from the edge of an opening. Subalpine fir/whortleberry (Abies lasiocarpa/Vaccinium scoparium) was the most common plant community used. Regional variation in diet helps explain these contrasting results (Mattson et al. 1991a, Mattson 1997). In addition, although grizzlies are often associated with
open habitats, this may relate to their easier observability in the open. Landscapes with high levels of forest/meadow interspersion, such as subalpine parkland, seem important (Agee et al. 1989).

Mattson (1997) used a long-term data set to test grizzly bear selection for lodgepole pine \((\text{Pinus contorta})\) cover types, the major forest type in Yellowstone. Overall, this type was underused. However, high spatial and temporal variation in habitat selection made assigning habitat values to cover types problematic. Variation in security from humans, location relative to other bears, microscale feeding opportunities (e.g., berries, ungulates), and landscape context may have been more significant than stand type. The author concludes that extrapolation of results from intensive habitat studies is risky for wide-ranging carnivores and that geographically extensive studies are necessary. Craighead et al. (1995) also found high variability in cover type selection by bears in Montana. They concluded that subalpine fir was the most important forest type, followed by riparian areas and grassland/forest ecotones.

**Habitat Models**

Agee et al. (1989) analyzed historic sighting records of grizzly bears in the North Cascades to develop a map of predicted sighting potential for grizzly bears. A “moving-window” geographic information systems (GIS) function was used to measure interspersion of habitat types. They compared land-cover type and interspersion at sighting locations with those at random locations. Contingency table analysis showed that sightings were more common than expected in three cover types: whitebark pine-subalpine larch open canopy, subalpine fir open canopy, and subalpine herb. Bears also tended to be found in landscapes of moderate cover-type interspersion.

The second element of most grizzly bear habitat models attempts to quantify the effects of human-associated disturbance and mortality factors such as roads, development, or livestock grazing areas. This is complicated by the interaction between habitat type and disturbance or mortality. For example, the patch-level effect of a road may be influenced by adjacent forest cover, and the landscape-level effect by its position relative to seasonal food sources and migration routes. At the population level, behavioral effects such as avoidance of human development are often a secondary effect of selective killing of habituated bears by humans (Mattson et al. 1996).

In addition, the social structure of bear populations may cause disturbance effects to vary between sexes and age classes. For example, adult male bears generally avoid road corridors. However, recent research in Banff shows that male bears, but not females or cubs, will occasionally cross major highways (S. Herrero pers. comm.). Adult females with cubs use areas near roads as refuge from male aggression, especially during years of poor pine seed production (Mattson et al. 1992). This causes added risk of human-caused mortality to the females, which represent the most important demographic group for population viability.

Despite the variation caused by such interactions, researchers have documented consistent effects of human disturbance on bears, at least at the local level. Human-caused mortality comprises 86-91% of adult bear mortality in Yellowstone and Montana (Weaver et al. 1996). The sensitivity of bear populations to small increases in adult female mortality makes even incremental increases in mortality risk or disturbance a threat (Mattson and Reid 1991, Mattson and Craighead 1994). Using an analytical source-sink model, Doak (1995) showed that incremental
habitat degradation can have severe nonlinear effects on population viability. These threshold effects may take up to a decade to be detected by population indices currently used by agencies. Spatially-explicit modeling of habitat effects may be a more powerful monitoring tool (Mattson and Craighead 1994, Doak 1995).

Roads represent the most important human influence on grizzly habitat. Illegal killing and management control (removal of habituated bears), the two main sources of adult bear mortality in the GYE (Mattson et al. 1987, Weaver et al. 1996), are both associated with roads. Road use by humans may also disrupt bear behavior and social structure, reduce the availability of adjacent foraging habitats, and create barriers to movement (Archibald et al. 1987, McLellan and Shackleton 1988, McLellan 1990). The effect may extend up to three km from primary roads and one to 1.5 km from secondary roads (Kasworm and Manley 1990, Mattson and Knight 1991b). If these buffer areas represent 32.9% of the GYE, but account for 70.3% of bear mortalities (Mattson and Knight 1991b), mortality risk is almost five times higher near roads (Doak 1995). Craighead et al. (1995) conclude that road densities higher than 1km/6.4km² (one third the threshold set by agencies) are suboptimal for bears.

Recreational development increases bear mortality risk and preempts biologically-productive habitats such as riparian areas. The effect of developments on mortality extends up to six km from the site (Mattson and Knight 1991b). Even non-motorized trails may be avoided to a distance of 300 m (Kasworm and Manley 1990, Mace et al. 1996). The impact of recreational development and associated roads reduces the ability of national parks to function as core areas (Gibeau et al. 1996). For example, Yellowstone National Park contains 867 km of roads and sees more than three million visitors a year (Craighead et al. 1995).

Bears inhabiting the “multiple-use” lands surrounding the parks face additional threats. The historical decline of the grizzly was associated with the expansion of livestock grazing, especially of sheep, and associated predator control (Peek et al. 1987, Mattson 1990). Livestock depredation-associated killing remains the second most important mortality source for bears in Canada (McLellan 1990). Recent movement of bears into the national forests northwest of Yellowstone may reflect a decline of sheep grazing on public land (Peek et al. 1987). Mineral and gas exploration forms another important disturbance source, primarily through associated road development (McLellan and Shackleton 1989, McLellan 1990).

Logging is the major extractive use of non-park lands in the region. Because grizzly bears use a variety of seral stages, the effects of logging on bears are not as evident as with forest mesocarnivores. The importance of open areas to bears in northwestern Montana led Mealey et al. (1977) to propose that timber cutting, at least in low elevation forest types, would improve berry production and habitat value by mimicking the effects of natural fires. Other researchers have challenged this interpretation (Peek et al. 1987, Mattson 1997). Berries are a minor resource to bears in the Yellowstone, and early seres have low value there (Mattson 1997). While the importance of early-seral stands for forage production varies by forest type and along regional gradients, the increased road access associated with logging is uniformly negative (Peek et al.1987). Low use of clearcuts, despite the presence of berries, may be due to avoidance of areas with high road density and associated mortality risk. If other vegetation types support a greater abundance of forage, and population densities are depressed due to access-related mortality, food resources in clearcuts may remain underused (McLellan 1990).
The primary method used by agencies to model bear habitat value is cumulative effects analysis (CEA) (Weaver et al. 1986). This is a theoretical modeling approach that assigns qualitative scores for each attribute, then sums scores for a composite index of habitat value. The approach is similar to that of the habitat suitability index (HSI) model, but is designed to incorporate changes in habitat effectiveness due to human disturbance in addition to habitat productivity. As with the HSI models, agencies generally developed the CEA out of a project-level planning and mitigation paradigm, rather than from studies designed to empirically estimate quantitative species/habitat relationships. However, recent versions of the CEA for the Yellowstone and Banff ecosystems incorporate parameters estimated from empirical data (Gibeau et al. 1996, D. J. Mattson, pers. comm.).

The CEA for the grizzly bear developed by Weaver et al. (1986) combines three types of effects of humans on bears: direct mortality, habitat alteration, and displacement from habitat. The mortality risk index is derived from a direct mortality component, which integrates habitat quality, type of activity, intensity, and sanitation practices. The habitat effectiveness value is derived from two elements: a habitat alteration component that integrates food/cover, diversity, and seasonal equity, and a habitat displacement component that integrates distance to cover, nature of activity, type of activity, and intensity of use. Habitat typing is based on such data as maps of forest timber types, ungulate seasonal ranges, and spawning streams.

The CEA approach has also been extended to modeling bear dispersal paths by means of a Linkage Zone Prediction (LZP) model (Servheen and Sandstrom 1993, Gibeau 1993b & 1996, Apps 1997). The LZP model predicts relative probability of movement by grizzly bears through an area by integrating four factors: human features, linear disturbance elements, visual cover, and riparian habitat. We are aware of no empirical validation of the LZP model to date.

Recently, models have appeared that we believe are superior to the CEA/LZP approach and other theoretical models. Mace et al. (1996) used logistic regression to estimate resource selection functions (Manly et al. 1993) from telemetry data in northwestern Montana. Analysis of road density effects shows the importance of their explicitly multi-scale approach. Selection against areas of higher road density was evident at the population-level but not at the individual-level. This suggests that bears establish home ranges in areas of lower road density, but will use habitat with higher road density that falls within their home range. Cover-type and elevation variables dominated within-home-range habitat associations. Lower-elevation forest represents important habitat made less available to bears due to higher levels of human access. Seasonal and individual variation in habitat associations were also significant. This type of multivariate empirical model to predict regional-scale distribution and would likely prove more statistically robust than HSI-derived predictions, although interpretability, for example, the separation of mortality and productivity factors, may be more difficult in some cases. Mace et al. (1999) present such a landscape-scale model for the Northern Continental Divide Ecosystem. Tasseled-cap greenness, a satellite imagery-derived metric (Crist and Cicone 1984), proved a useful surrogate for food resource availability in their multivariate model.

Merrill et al. (1999) developed a regional-scale habitat model using empirical relationships developed by themselves, Mace et al. (1996), and others. Habitat productivity values were created by assigning habitat values to macroscale vegetation types identified with satellite imagery. These values were reduced for areas of low vegetation density as measured by tasseled-cap (Crist and Cicone 1984), and increased in areas of higher topographic complexity. This combination of...
information on finer-scale vegetation structure with coarse-level data on vegetation types is a useful approach. However, accuracy of coarse-scale vegetation cover type data may be too low in some cases even for regional-scale wildlife modeling, and finer-scale metrics such as tasseled-cap greenness may provide additional predictive power.

Habitat effectiveness values were derived from indices of road density and human presence. The relationship between road density and bear habitat use was derived from the resource selection function data in Mace et al. (1996). Human presence, or potential recreational visitor days, was modeled as a function of total human population within 80 km, interacting with the proportion of landscape that is roaded and with an inverse function of distance from population centers. This is a useful attempt to estimate road use, which is more biologically-relevant than simple road density.

In Merrill et al. (1999)’s conceptual model, habitat productivity and habitat effectiveness values are combined to produce a composite habitat suitability value. Habitat suitability is then averaged over a GIS “moving-window” equal in size to a female bear’s lifetime home range (300 km²). A cutpoint habitat suitability value for delineating core habitat was developed from field data on bear distribution in Idaho. The authors projected future habitat conditions by doubling the values of the human presence variable, but did not account for vegetation change. Although little regional-scale distribution data exist to validate model results, agreement with maps of grizzly bear distribution and abundance in Canada (Demarchi et al. 1993) was encouraging. Unlike many regional habitat analyses, Merrill et al. (1999) have sought to use empirical models [e.g., Mace et al. (1996)] to develop the relationships between component variables. As an alternative to somewhat arbitrary relationship between the productivity and effectiveness elements of their conceptual model, Merrill et al. (1999) also developed a multiple logistic regression model combining the two factors. Results of the two models were qualitatively similar, although the empirical model identified somewhat less area as suitable habitat. Models such as these can assist field research by identifying information gaps at regional scales. Data derived from directed field studies can then be used to build robust regional-scale models that allow assessment and monitoring of metapopulation status.

Empirical estimation of dispersal rates will remain difficult, however, and simulation models may provide the only solution. Boone and Hunter (1996) used a simulation model to predict dispersal routes between grizzly subpopulations in northern Montana and Yellowstone. They assigned “permeability” values to coarse-scale habitat types (one km² cell size) based on a literature review. They judged that the whitebark pine/lodgepole pine type had highest permeability, followed by older stands of other forest types and riparian areas. Clearcuts and sapling stages were judged to be relative barriers. Walker and Craighead (1997) created a similar model for a larger portion of the Rockies. They assigned cells permeabilities based on vegetation type, length of forest edge, and road density. Forest edge was treated as a positive factor. This may be realistic in subalpine parkland types (Craighead et al. 1995), but is questionable in landscapes of anthropogenic high-contrast edges (e.g., clearcuts).
Model attributes

As Craighead et al. (1995) state, the grizzly bear’s habitat needs are “a mosaic of diverse plant communities recurring over an entire ecosystem, not enclaves within them.” Patch-level habitat quality may be a poor predictor of the actual value of an area to bear populations. A habitat model is necessary that incorporates the interspersion of seasonal food sources and the interaction between habitat quality, movement patterns, and consequent human-caused mortality risk. Landscape and regional-scale factors can be analyzed using data on road density, human land use, and landscape pattern. These can be expected to form the coarse-scale constraints within which patch-level resource value becomes important (Mace et al. 1996).

The large body of research on the diet of grizzly bears may allow us to assign resource values to habitat patches based on detailed ground-based vegetation survey data. Assignment of habitat values to the more generalized vegetation types available from remotely-sensed data is more difficult. Bears use microscale resources within many macroscale vegetation types, and the power of vegetation data to predict their distribution is weaker than with forest carnivores such as marten and fisher. Prediction of population-level distribution and performance over decadal time scales may be possible without data on microscale resources. The reality of bear conservation in marginal habitats such as Yellowstone requires an ecosystem-level approach to a greater extent than is necessary where concentrated food sources such as salmon are available.

Although researchers have attempted habitat mapping for smaller areas (e.g., Craighead et al. 1982), they have yet to develop a standardized habitat mapping system that would allow habitat comparisons among recovery zones. This has been identified as the major research need for the species, as it would allow objective evaluation of impacts on habitat quality and of the ability of unoccupied areas to support bears (Craighead et al. 1995).

Remotely-sensed vegetation data may be useful in mapping of resources such as whitebark pine stands, a key food resource in Yellowstone (Mattson et al. 1992). Data on climate variation might also help in mapping areas of high variability in pine seed crops, which are associated with temperature and precipitation in preceding years (Blanchard and Knight 1991, D. J. Mattson pers. comm.). Similarly, if a reliable correlation between berry abundance and specific cover types was evident, this would be important in the many areas where berries are the key plant food. Linking minor prey such as ground squirrels and voles to specific cover types may be possible (Craighead et al. 1995). Graminoids and sedges could be mapped as a function of distance from streams. Although these form an important food component by volume, it is unlikely that they are a limiting resource for bears (Mattson 1997). Mapping of avalanche chutes, which are important sources of forbs (Mace et al. 1996), may be possible using digital elevation models (DEM). Mapping of trout spawning areas and wintering and rutting ranges and calving areas for elk (Cervus elaphus), mule deer (Odocoileus hemionus), and bison (Bison bison) would locate key resources for Yellowstone bear populations, and to a lesser extent, those in other regions (Mattson et al. 1991a). The expert knowledge required for mapping these types of resources would make creation of a regional data layer difficult. Surrogates for ungulate abundance such as tasseled-cap greenness (Crist and Cicone 1984) may be useful. Cover-type diversity or interspersion is another potential model component (Agee et al. 1989, Walker and Craighead 1997).
A recently completed five-year study at Lake Ohara in Yoho National Park used an approach similar to that outlined above (Donelon and Paquet 1998, McCrory et al. 1999). Spatial data layers included avalanche chutes, rub trees, vegetation types, berry distribution, ground squirrel distribution, sheep distribution, and goat distribution. Bear data were collected by ground tracking, remote still and video cameras, and radio telemetry. Attributes included use of trails, proximity to development, understory density, slope, and use of rub trees. Human use data were collected simultaneously. The composite grizzly habitat model and human use model was used for trail risk analysis and decision support. Scaling-up of these model attributes to regional analysis will prove challenging, however.

Correlations between bear distribution and sources of human-caused mortality are likely to be more consistent across the region. The effects will, of course, vary by management category and jurisdiction based on hunting regulations. Nevertheless, attributes such as roads are negative factors even within protected areas (Knight et al. 1988). Data on road-density thresholds or buffer widths are available from field studies (McLellan and Shackleton 1988, Mattson and Knight 1991b).

In addition to road data, information on levels of stock production or grazing allotments would form an important model input for assessing mortality risk. The role of disturbance factors such as road density, human population density, or land use in constraining bear distribution at a regional level is clear (Mattson 1990), but development of empirical predictive models, similar to those for the wolf (e.g., Mladenoff et al. 1995, L. Biotani pers. comm., Paquet et al. 1996), has only recently begun. If regional-scale models based on data scaled up from fine-scale field studies are substituted, predictions should be validated against coarse-scale distribution patterns.
Black bear (*Ursus americanus*)

The black bear has higher ecological resilience than other ursids due to factors such as its higher natality rate and earlier age of first reproduction (Bunnell and Tait 1981). Black bears also show more tolerance of human-associated disturbances such as roads than do grizzly bears (Tietje and Ruff 1983, Kasworm and Manley 1990). However, in portions of the central Canadian Rockies black bears appear more threatened than grizzly bears, perhaps due to competition with grizzlies, the marginal quality of higher elevation habitats, and greater susceptibility to management-caused mortality. Transect data from Yellowstone National Park also shows low black bear abundance, and strong interspecific interaction leading to avoidance of grizzly bear through use of lower elevations (D. J. Mattson, pers. comm.).

Although black bear populations have persisted in most of the west, they are threatened or extirpated in much of the eastern U.S. (Mattson 1990). As a result, biologists have developed most conservation strategies and habitat models for eastern populations (e.g., Clark et al. 1993, Powell et al. 1997). Powell et al. (1997) developed and validated an HSI model for black bear in the southern Appalachian mountains of the U.S.. Although their work shares the weaknesses of theoretical models, the validation effort and the incorporation of several innovative measures of habitat quality justify review as the most biologically-realistic HSI model we have encountered.

The model incorporated three elements: food, escape cover, and denning habitats. A fourth component quantified the interspersion of these elements. Because humans are the primary source of mortality for black bears in the southeastern U.S., and most human-caused mortality occurs within one km of a road (including 4WD routes)(Powell et al. 1997), the escape cover element incorporated distance from roads. Area of conterminous forest without roads was also determined from aerial photos. Roadless areas less than four km² in size (the minimum size of a black bear home range) had zero escape cover value. Understory density and slope also were incorporated, as steep and brushy areas limit human access.

The denning element incorporated availability of dens (as density of large trees > 90cm diameter at breast height (dbh)), and security from human disturbance. Security was modeled as dependent on slope, understory density, and conterminous roadless forest area.

The food resource element was modeled as combining individual indices for abundance of spring, summer, fall, and non-seasonal foods, as well as interspersion of food resources. Most black bear food habit studies show seasonal changes in diet. Typically, emerging green vegetation near riparian areas, catkins, and insects are important in early spring and summer. The diet then shifts to berries and increasing amounts of animal protein such as small rodents and carrion. Scavenging can be important on emergence from dens where winter die-off of ungulates is common. Usually, mast, berries, and animal matter constitute the bulk of the fall diet. Multi-species models will need to incorporate the effects of apex predators such as wolves on availability of winter-kill.

In Powell et al.’s (1997) model, spring food was green forbs and grasses, modeled as distance from water. Summer food depends on the cover of berry-producing plants as extrapolated from ground-surveyed data. Fall food, the most important resource element, is dependent on the abundance and diversity of hard-mast producing trees (large oaks).
The interspersion element evaluates whether all critical resources are within the range of the average seasonal movements of adult female bears. It is modeled as dependent on the maximum, over the three resource elements, of the distance between the focal cell and the nearest cell with non-zero resource value. Distances between seasonal activity centers for this area’s bears average one to five km, with a maximum of about 19 km. Therefore habitat value is modeled as decreasing after an interspersion distance of five km, to reach zero at 19 km. We may expect interspersion values to become more important as human development fragments formerly contiguous habitat.

This critical-distance method can also be applied to define seasonal security zones. If a buffer from human disturbance is required, habitat polygons whose geometry does not provide adequate distance from humans will be excluded. A similar ‘core area analysis’ has been conducted for grizzly bears in the Rockies. However, although this approach may identify the best remaining core security habitat, it does not identify which areas of highly-productive habitat may need restoration in order to sustain regional bear populations. Therefore, it is important to iterate the model both with and without human-induced landscape changes.

Powell et al. (1997) validated the model predictions with telemetry data. The HSI value was correlated ($p < 0.0001, r^2 = 0.42$) with the distribution of activity of the bear population as a whole, although not with the distribution of individual bears within their home ranges. The authors suggest that bears choose where to locate their home ranges on a landscape scale, but use all parts of their home range. This reinforces the importance of a multi-scale analysis, and offers support for the utility of regional-scale habitat modeling efforts, even where fine-scale data are lacking. Powell et al.(1997)’s work shows why theoretical models are attractive, as the researcher’s field knowledge can be incorporated in an intuitive and interpretable manner. Although this approach proves useful in identifying critical habitat elements, development of an empirical, multi-scale model using telemetry and survey data would further strengthen the analysis.

Clark et al. (1993) took such an empirical approach to model development in their analysis of habitat use by black bears in the Ozark Mountains of Arkansas. They overlaid telemetry locations on GIS data layers of forest cover, elevation, aspect, slope, distance to roads, distance to streams, and cover-type diversity. A “moving-window” equal in size to the mean daily movement area of an adult female bear (3 km$^2$) was used for the diversity analysis. Habitat selection was analyzed using a discriminant analysis incorporating Mahalanobis distance, a multivariate distance metric.

Arkansas bears were found to select hardwood and hardwood-pine forest types over pine types. Bears avoided areas within 240 m of roads, and selected steeper terrain, as well as areas less than 600 m from streams and areas with high cover-type diversity. They avoided north and northeasterly aspects, and varied elevation use seasonally. The researchers created a predictive map but attempted no model validation.
Summary of models

The models discussed above were developed for black bears in the eastern and central U.S., and some model attributes may not generalize well to western ecosystems. Though few models have been developed for the Rockies, several studies of black bear diet have been completed (Pelchat and Ruff 1986, Young and Beecham 1986, Raine and Kansas 1990).

Although the role of mast-producing hardwoods may be limited in the Rockies, seeds of conifers such as whitebark pine are important but variable food resources (Raine and Kansas 1990). Aspen (*Populus* spp.) cover types in eastern Alberta were preferred by bears (Pelchat and Ruff 1986). This may be due to the consistent availability of forage in all seasons in this forest type. Aspen catkins are a spring food resource for black bear in the Rockies. Pine cover types also had high forage abundances in this study and in the Banff area (Pelchat and Ruff 1986, Raine and Kansas 1990).

Spring forbs and summer berries, important resources in the southern U.S., retain their importance in the Rockies. Graminoids and forbs associated with mesic and upland cover types were important in eastern Alberta (Pelchat and Ruff 1986). Blueberry (*Vaccinium myrtillus*) was the most important food overall in that area, and between-year variations in berry production affected bear movements and survival. Black bears in Idaho and Banff showed a similar dependence on globe huckleberry (*Vaccinium globulare*) and buffaloberry (*Shepherdia* spp.) respectively (Young and Beecham 1986, Raine and Kansas 1990).

We could derive many attributes in Powell et al. (1997)’s HSI model from currently available extensive GIS data sets. These include road and stream data and forest type data. We could model forb production as a function of distance from streams. Other elements that depend on ground surveys (such as berry abundance) are impractical for incorporation in regional models unless they can be correlated with vegetation type. Data on cover-type diversity or interspersion is available from remotely-sensed vegetation layers. Interspersion of openings and closed forest may provide the escape cover that allows bears to use forage in open areas (Young and Beecham 1986). The appropriate scale for such interspersion analysis would need to be determined.

A habitat model based on food resource abundance has been developed for the Banff area (Kansas and Raine 1990). Model predictions showed qualitative agreement with data derived from telemetry locations and scat analysis. Food resource values were assigned to major cover types based on data from ground-based surveys. Although abundance of buffaloberry could be assessed, the relative abundance of ants associated with CWD was difficult to estimate. Graminoids were of uniformly high abundance, and tended to mask variation in other food resources.

Powell et al.’s (1996, 1997) conclusions as to the importance of roadless areas to black bear populations may be generalized to other areas. Road density explained 69% of variation in black bear density in New York state, outperforming attributes such as human population density or forest cover (Brocke et al. 1991), although this may reflect mortality and not behavioral avoidance. Black bears in Idaho foraged extensively in selectively-logged stands, but were found to avoid roads and clearcuts (Young and Beecham 1986). In Montana, black bears avoided areas within 300 m of roads, but were more tolerant of roads than were grizzly bears (Kasworm and Manley 1990).
Recreational hunting and market hunting for gall bladders and paws have been important sources of mortality for black bears in the western U.S. and Canada (Hummel et al. 1992), but it is unclear if this currently represents a threat to species persistence. The status of the species may vary from relatively secure in parts of the U.S. Rockies to declining in portions of the central Canadian Rockies. Constraints such as roads or other sources of human-caused mortality, if analyzed at a fine scale, may only become important as regional-scale suitability becomes marginal (Lenihan 1993). The fragmented distribution of bears in the eastern U.S. results from this effect (Mattson 1990). We could expect similar range fragmentation in the Rockies with increases in human population density. Until that time, source-sink dynamics (Pulliam 1988) and other coarse-scale processes may weaken correlations between black bear distribution and roadless areas.
Gray wolf (*Canis lupus*)

The wolf as a species shows a high level of ecological resilience compared with other large carnivores due to exceptional vagility and favorable life history traits (Weaver et al. 1996). The species’ flexible social structure allows pack structure, fecundity, dispersal, and level of intraspecific tolerance to respond as population density shifts with changes in mortality rates and prey abundance (Fritts and Mech 1981, Fuller 1989, Boyd et al. 1995, Weaver et al. 1996). In many areas of the Rocky Mountains, however, wolves were eliminated whereas grizzly bears persisted, suggesting that these compensatory mechanisms have limits. In the rugged landscapes of high elevation or northern mountains, wolves depend primarily on secure valley bottoms for survival. Humans prefer these same areas, which usually results in displacement of wolves.

Wolves have a high capacity to replace numbers because they reach sexual maturity at an early age and have large litters. Thus, in comparison with grizzly bears, they are able to withstand relatively high levels of mortality. On the other hand, population densities of wolves are usually far lower than population densities of bears occupying the same areas. Wolves do not easily habituate to humans and because their diet is less diverse than bears wolves are less likely to become problem animals and thus casualties of management. However, livestock depredation is a problem in some areas. Wolves appear to be more easily displaced by human activities. In addition, social animals are more susceptible to removal than solitary animals and the large size of pack territories increases mortality risks (Woodruffe and Ginsberg 1998).

The wolves occurring in the Rocky Mountains have low population densities and require large home ranges compared with wolves elsewhere (Paquet 1993). Known home ranges (adaptive kernel method) vary from 500 km² to greater than 2,000 km² (Noss et al 1996, Paquet et al. 1996). Mean dispersal distance for males and females is 148 km, and a dispersal of 840 km has been recorded (Boyd et al. 1995). In expanding populations, many wolves may become dispersers. Forty percent of wolves in the Banff area were either dispersers or long-distance transients (Boyd et al. 1995). Genetic threats associated with small populations are of less concern in wolves due to their long-distance dispersal ability (Chepko-Sade et al. 1987, Fritts and Carbyn 1995, Boyd et al. 1995, Forbes and Boyd 1996). Unlike ursids, both sexes disperse, resulting in higher effective population size ($N_e$) (Chepko-Sade et al. 1987, Forbes and Boyd 1996). Dispersal dynamics are important at within-population and metapopulation scales (Haight et al. 1998).

Historically, the primary limiting factor for wolves has not been habitat degradation, but direct persecution through hunting, trapping, and predator control programs. As public anti-predator sentiment and the economic importance of the livestock industry diminishes in the west, wolves are well equipped biologically to recolonize what remains of their former range. The role of core versus buffer habitat in ensuring population persistence will differ between wolves and species such as the grizzly (Noss et al. 1996, Craighead et al. 1997). As in the north-central U.S., most of the wolf population in the Rockies will probably be found outside core protected areas (Fritts and Carbyn 1995). Map-based regional conservation planning can help facilitate human-wolf coexistence by identifying areas where human development trends create potential conflicts (Mladenoff et al. 1995, Boitani et al. 1997, Mladenoff et al. 1997).
Modeling approaches

Several modeling methods have been used to analyze species/habitat relationships in wolves. A static predictive model of potential wolf distribution in the north-central U.S. used multiple logistic regression to analyze correlations between pack distribution and such landscape-level attributes as road density and fractal dimension (Mladenoff et al. 1995, 1997). The analysis scale, a moving window of 150 km$^2$, was based on mean pack territory size. Boitani et al. (1997) used a similar approach to predict the potential distribution of wolves in Italy. They conducted discriminant function analysis (DFA), using a Mahalanobis distance metric, with a moving window of 100 km$^2$ (the mean pack territory size in Italy). The significant variables included: number of ungulate species, landscape diversity, human population density, road density, land use (percentage farmland, forest, and urban settlement), and dump site density. Elevation and sheep population density were non-significant.

Boyd-Heger (1997) analysed landscape attributes selected by six colonizing wolves that dispersed from protected refugia into northwestern Montana, southeastern British Columbia, and southwestern Alberta. Wolves selected for landscapes with relatively lower elevation, flatter terrain, and closer to water and roads than expected based on availability inside and outside their new home ranges. A logistic regression model was derived using elevation, slope, and distance to roads to predict wolf presence in areas of potential colonization.

A modified “least-cost path” model of landscape connectivity has been used to identify critical barriers to movement in Banff National Park (Paquet et al. 1996, 1997). The least-cost path can be modeled in GIS as a combination of the attraction to preferred habitats minus energetic costs (due to topography, etc.), security costs (exposure to humans or roads), and impediments to movement (Paquet et al. 1996, 1997). The Banff study used a time-series analysis to project effects of increased development and road creation on habitat quality and landscape connectivity. The habitat model was tested using an independent telemetry data set and found to have high predictive power (Alexander et al. 1996). Dynamic diffusion models based on road density and vegetation type have also been used to model wolf dispersal in U.S. Rockies (Walker and Craighead 1997).

Boyce (1992, 1995a) developed a simulation model based on stochastic difference equations to explore wolf-prey interactions in GYE. This was a “pseudospatial” model in that separate submodels for three areas in the GYE were created and linked by dispersal. The main prey species for wolves in the GYE are elk, mule deer, moose (Alces alces) and bison. In the model, both hunter harvest and climate influenced prey populations. When human-caused mortality was held constant in the model, the effect of elk population dynamics dominated wolf population dynamics. Elk population dynamics were in turn dominated by the density-independent effects of winter severity, although summer forage production was also important. Although not directly applicable to map-based conservation planning, this type of model affords qualitative insights concerning predator-prey interactions.

Haight et al. (1998) used a simulation model to analyze wolf population dynamics in a semi-developed landscape. They found that low levels of immigration allowed the persistence of isolated wolf populations inhabiting the landscape matrix. Wolves can inhabit areas with high levels of mortality risk (40%) if either spatial refugia (protected populations) exist or if dispersal is possible between buffer populations. This suggests that regional planning incorporating core,
buffer, and dispersal habitat can increase the effective size of reserves and allow the distribution of wolves to expand to include much of the landscape matrix (Fritts and Carbyn 1995, Craighead et al. 1997). This message, and the limited size of existing protected areas, have led several authors to stress the importance of cross-jurisdictional planning (Salwasser et al. 1987, Bath et al. 1988, Mladenoff et al. 1995, Paquet and Hackman 1995, Boyd et al. 1995).

Model attributes

Habitat selection by wolves is a complex interaction of physiography, security from harassment, positive reinforcement (e.g., easily obtained food), population density, available choice, and disturbance history. Seasonal feeding habitat, thermal and security needs, travel, denning, and the bearing and raising of young are all essential life requirements. Generally, wolves locate their home ranges in areas where adequate prey are available and human interference minimized (Mladenoff et al. 1995). Wolves use areas within those home ranges in ways that maximize encounters with prey (Huggard 1993a, b). Topographic position influences selection of home ranges and travel routes (Paquet et al. 1996).

As with bears, we can divide components of wolf habitat models into biological attributes and human-associated disturbance factors. Because of the wolf’s inherent behavioral variability, it is unlikely that all wolves react equally to human induced change. Moreover, many extraneous factors contribute to variance in behavior of individual wolves. Because we have developed no reasonable expression of those differences, assessment should be applied at the pack and population levels. Solitary individuals (i.e., lone wolves) may show different habitat associations than packs.

Land use attributes

We can extract various land use attributes from census data and records of land management agencies. We can acquire data on livestock grazing from allotment maps (Fritts 1990) or records of state/provincial (Henshaw 1982) or national agricultural agencies (Boitani et al. 1997). For example, Henshaw (1982) mapped areas with a density of farms with cattle greater than 0.1/km² to examine wolf reintroduction feasibility in New York state. We can map private inholdings as a potential conflict source. Human-caused mortality in response to wolf depredation on livestock in non-core areas (national forests, private lands) could limit recolonization potential. Sheep are more vulnerable than cattle, especially because the latter are released onto allotments after calving. However, herders often accompany sheep, reducing predation risk (Fritts 1990). The low levels of depredation in B.C., Alberta, and Minnesota (Fritts and Mech 1981, Fritts 1990) where wolves and livestock live in close proximity suggest that exaggerated perceptions of depredation risks, rather than wolf/livestock incompatibility, have limited wolf distribution. However, improved sanitation and use of guardian dogs has been important in reducing livestock depredation in southern British Columbia (V. Banci, pers. comm.).

Land use and ownership data may either be incorporated into the model (Boitani et al. 1997) or analyzed at a later stage to evaluate the role of various management classes in species conservation (Mladenoff et al. 1995, Carroll et al. 1999).
Human population density

Human activities have been shown to influence the distribution (Thiel 1985, Fuller et al. 1992, Paquet 1993, Mladenoff et al. 1995) and survival of wolves (Mech et al. 1995, Mladenoff et al. 1995, Paquet 1993, Paquet et al. 1996). Although human-caused mortality is consistently cited as a major cause of displacement (Fuller et al. 1992, Mech and Goyal 1993, and others), we have limited empirical information on tolerance to indirect human disturbance.

We are aware of only three studies that have systematically and explicitly examined human population density and wolf distribution. In all studies, the absence of wolves in human dominated areas may have reflected high levels of human caused mortality, displacement resulting from behavioral avoidance, or some combination of both. All were conducted at a landscape scale and assessed population or pack level responses of wolves to humans. In Wisconsin, human population density was much lower in pack territories than in non pack areas. Wolf pack territories also had more public land, forested areas with at least some evergreens, and lower proportions of agricultural land. Overall, wolves selected those areas that were most remote from human influence (Mladenoff et al. 1995) using areas with fewer than 1.54 humans/km². Most wolves in Minnesota (88%) were in townships with <4 humans/km² or with <8 humans/km². High human densities likely precluded the presence of wolf packs in several localities within contiguous, occupied wolf range (Fuller et al. 1992). However, road density, a highly correlated variable, may provide greater predictive power in a multivariate model (Mladenoff et al. 1995), especially in regions of the west characterized by high levels of recreational hunting mediated by road access.

Boitani (1995) analyzed the record of human/wolf coexistence in southern Europe versus that of wolf extirpation in northern Europe and the U.S. Human population density was only one of several factors determining the ability of the two species to coexist. A settled agricultural, rather than pastoral culture, lack of organized governmental eradication efforts, and high topographic heterogeneity contributed to the survival of wolves in southern Europe. In Italy, wolf absence was related to human density, road density, urban areas, cultivated areas, and cattle and pig density. However, because human density, road density, and urbanized areas were highly intercorrelated no specific human effect was established (Duprè et al. in press).

In the Bow River Valley, Alberta the selection or avoidance of particular habitat types was related to human use levels and habitat potential (Paquet et al. 1996). Wolves used disturbed habitats less than expected, which suggests the presence of humans altered their behavior. Very low intensity disturbance (<100 people/month) did not have a significant influence on wolves, nor did it seriously affect the ecological relationships between wolves and their prey. At low to intermediate levels of human activity (100-1,000 people/month) wolves were dislocated from suboptimal habitats. Higher levels of activity resulted in partial displacement but not complete abandonment of preferred habitats. As disturbance increased, wolves avoided using some most favorable habitats. In portions of the Valley where high elk abundance was associated with high road and/or human population density, wolves were completely absent. Overall, habitat alienation resulted in altered predator/prey relationships.

The degree of human influence probably varies according to the environmental context. If a particular habitat is highly attractive, wolves appear willing to risk exposure to humans, at least within some limits (Chapman 1977). The presence of artificial food sources (e.g., carrion pits,

Road density

Roads, by increasing human access, have been documented to negatively affect wolf populations at local, landscape (Fuller 1989, Thurber et al. 1994, Paquet et al. 1997) and regional (Mladenoff et al. 1995, Boitani et al. 1997) scales. Although researchers have documented infrequent dispersal across major highways for wolves in Minnesota (Mech et al. 1995), Montana (D. Boyd, pers. comm.), and Wisconsin (D. Shelley pers. comm.), major roads such as the Trans-Canada Highway may function as partial barriers or filters (Paquet et al. 1997). Roads may also function as disturbance factors. Road data can be incorporated into a model as distance from road, size of contiguous roadless area, or road density (using moving windows of varying scales). The “distance from road” metric may be more appropriate at finer scales. An avoidance zone of 500 m was documented in Banff (Paquet et al. 1997). Thurber et al. (1994) showed a negative response up to five km from roads in Alaska. In winter, wolves are also attracted to roads for ease of travel (P. Paquet, unpublished data).

Road density becomes the more relevant metric at landscape and regional scales (Mladenoff et al. 1995, Boitani et al. 1997). Studies in Wisconsin, Michigan, Ontario, and Minnesota have shown a strong relationship between road density and the absence of wolves (Thiel 1985, Jensen et al. 1986, Mech et al. 1988, Fuller 1989). Wolves generally are not present where the density of roads exceeds 0.58 km/km² (Thiel 1985, Jensen et al. 1986, Fuller 1989). Landscape level analysis in Wisconsin, Minnesota, and Michigan found mean road density was much lower in pack territories (0.23 km/km² in 80% use area) than in random nonpack areas (0.74) or the region overall (0.71). Road density was the strongest predictor of wolf habitat favorability out of five habitat characteristics and six indices of landscape complexity (Mladenoff et al. 1995). Few areas of use exceeded a road density of >0.45 km/km² (Mladenoff et al. 1995). Notably, radio collared packs were not bisected by any major federal or state highway. In Minnesota, densities of roads for the primary range, peripheral range, and disjunct range of wolves were all below a threshold of 0.58 km/km².

These results, however, probably do not apply to areas on which public access is restricted. Mech (1989), for example, reported wolves using an area with a road density of 0.76 km/km², but it was next to a large, roadless area. He speculated that excessive mortality experienced by wolves in the roaded area was compensated for by individuals that dispersed from the adjacent roadless area. Wolves on Prince of Wales Island, Alaska currently use areas with road densities greater than 0.58 km/km². This may reflect the limited options wolves have to relocate when they live on islands or insularized and naturally fragmented landscapes. Road density thresholds in the more open landscapes of the Rockies may differ from those reported in the above studies (Weaver et al. 1996). Topographic effects also influence how road densities influence wolves. For example, in mountainous landscapes roads and usable wolf habitats converge in low elevation valley bottoms. Effective road densities calculated only for valley bottoms differ dramatically from densities calculated using the full areal extent of a wolf pack's home range.
There are several plausible explanations for the absence of wolves in densely roaded areas. Wolves may behaviorally avoid densely roaded areas depending on the type of use the road receives (Thurber et al. 1994). In other instances, their absence may be a direct result of mortality associated with roads (Van Ballenberhe et al. 1975, Mech 1977b, Berg and Kuehn 1982). Wolves are still hunted with minimal regulation in the Rocky Mountains of Canada. Refugia from hunting and trapping constitute less than 10% of B.C. and 5% of Alberta (Hayes and Gunson 1995), and wolf packs in these areas often use adjacent non-refugia lands (Paquet et al. 1996). The effects of road density may therefore vary between the U.S. and Canada due to restrictions on hunting in the U.S..

However, even in areas where killing of wolves is generally prohibited, 90% of mortality is human-caused (Pletscher et al. 1997). Despite legal protection, 80% of known wolf mortality in a Minnesota study was human-caused (30% shot, 12% snared, 11% hit by vehicles, 6% killed by government trappers, and 21% killed by humans in some undetermined manner) (Fuller 1989). Mech (1989) reported 60% of human-caused mortality in a roaded area (even after full protection), whereas human-caused mortality was absent in an adjoining region without roads. On the east side of the central Rockies between 1986 and 1993, human caused mortality was 95% of known wolf death. Thirty-six percent (36%) of mortality was related to roads (Paquet 1993). Though offering only partial protection, parks such as Banff and Glacier have historically played a critical role as sources for recolonization (Boyd et al. 1995).

Wolves in Minnesota are now occupying ranges formerly assumed to be marginal because of prohibitive road densities and high human populations (Mech 1993, Mech 1995). Legal protection and changing human attitudes are cited as the critical factor in the wolf’s ability to use areas that have not been wolf habitat for decades. Nonetheless, wolves in Minnesota continue to avoid populated areas, occurring most often where road density and human population are low (Fuller et al. 1992). Dispersers or marginalized individuals may be pushed into suboptimal habitat as more suitable and safe habitat becomes saturated by dominant animals or packs.

**Elevation and Topography**

Although ecosystem and prey generalists, wolves in the Rocky Mountain region concentrate activities in forested valley bottoms due to the effects of physiography, weather, prey distribution, and prey abundance (Paquet 1993, Paquet et al. 1996, Singleton 1995, and others). The dendritic pattern of forests separated by intervening rock and ice, creates a high degree of natural fragmentation. Steep rock, ice-covered slopes, and deep snow, which are associated with higher elevations, are avoided by wolves and their prey. Wolves respond to movements of their prey, using montane valleys during winter, and increasing their range to subalpine and alpine habitats during summer. Travel routes are usually composed of adjoining habitats or patches of habitat linked by natural linear features (e.g., mountain passes).

Though travel and habitat selection are influenced by availability of prey and location and connectivity of optimal inter-patch travel routes, rugged topography severely limits the number of landscape linkages in the Rocky Mountains. Although wolves are highly vagile, they cannot reach all areas of potential habitat if landscape connectivity is limited. Dispersal also is critical to the persistence of populations in marginal habitat. Data on characteristics of dispersal habitat is limited, but studies in the Rockies have identified topographic “funnels,” prey patches, distance
from centers of human development, and low human population density as factors favoring north-south dispersal along the Rockies from Banff to Montana (Boyd et al. 1995). Slope, aspect and elevation were finer-scale constraints on wolf movement within the Banff area (Paquet et al. 1997). In areas such as Minnesota, where larger source populations are found in gentler terrain, effective dispersal may be possible through semi-developed habitat (Mech et al. 1995).

**Prey Density**

Biological factors relating to food resource availability are the second important group of model attributes. Several studies suggest the main factor limiting wolves where they are present and tolerated by humans is adequate prey density (Fuller et al. 1992). Ungulates such as elk, deer (*O. virginianus* and *O. hemionus*), moose, and bighorn sheep (*Ovis canadensis*) make up the bulk of the wolf diet (Mech 1970, Fuller 1989), although they may take smaller prey such as snowshoe hares (*Lepus americanus*) and beaver (*Castor canadensis*). Ungulate biomass index (Keith 1983, Fuller 1989), ungulate density, and ungulate species diversity (Boitani et al. 1997) have been significantly correlated with wolf density in some regions. For example, in a review of wolf demographics, prey density was shown to explain 72% of the variation in wolf density (Fuller 1989). A smaller core area, such as Riding Mountain NP (Manitoba), can support a viable wolf population if prey biomass per unit area is high (Fritts and Carbyn 1995). Observed correlations between prey density and wolf distribution may be compared with data from analysis of scat and kill samples.

Although wolves are the most abundant and rapidly-reproducing of the large carnivores in the Rocky Mountains of Alberta, population densities are low in comparison with other carnivore species that use the same range, reflecting the wolf’s dependency on ungulate prey species (Keith 1983). Though the diversity of ungulate species within the study region is unparalleled, numbers are limited by the low productivity and rugged topography of the mountainous environment.

Maintaining viable, well-distributed wolf populations for the next 100 years will ultimately depend on maintaining an abundant, stable ungulate population. In southeast Alaska, biologists generally recognize that clear-cut logging of old-growth forest results in reduced populations of Sitka black-tailed deer. Clear-cut logging replaces productive old-growth forest, which is an important deer winter habitat, with even-aged second-growth stands of much lower habitat value (Walmo and Schoen 1980). Although young clearcuts may produce forage that is abundant, typically, it is of poorer nutritional quality and is not available to deer during periods of deep snow.

Within 30 years of clear cutting, regenerating conifers shade out most understory vegetation (Alaback 1982), creating poor habitat conditions for deer (Walmo and Schoen 1980). These stands represent a serious problem for deer because the habitat is very poor in all season, and these poor conditions persist for a very long time (150-200 years) (Alaback 1982, Wallmo and Schoen 1980). Contrasts in vegetation succession between this coastal ecoregion and the Rocky Mountains may limit the generality of these conclusions, however.

Forest fragmentation due to logging may focus wolf predation on specific sites where deer are concentrated and vulnerable, causing declines in deer abundance and population viability (Nelson and Mech 1986, Hebert et al. 1982, Janz 1989, McNay and Voller 1995). Activities such as cross-country skiing or keeping roads snow-free may provide wolves access to refugia
traditionally used by ungulates to avoid predators (Paquet 1993, Paquet et al. 1996). Conversely, wolves may be deprived access to ungulate prey because of human created impediments to movement (e.g., town sites, highways), which results in artificial predator-free zones (Paquet 1993, Paquet et al. 1996).

High prey biomass in biologically-productive matrix lands could compensate for higher rates of human-caused mortality if connectivity is maintained with core areas (Fritts and Carbyn 1995, Haight et al. 1998). However, excessive mortality can cause these prey patches to become wolf population sinks. For example, in areas such as the Banff/Jasper park complex, ungulates concentrate on winter range near human development, leading to high levels of mortality for wolves (Paquet et al. 1997). In the GYE, most ungulate winter range lies outside of core protected areas, with seven of nine elk herds wintering outside the park (Fritts 1990, Fritts and Carbyn 1995). In Glacier National Park (U.S.), the scarcity of ungulate winter range limits wolves to the western edge of the park (Fritts and Carbyn 1995). These wintering areas may play the role of “keystone” habitats if their seasonal availability limits wolf population density (Fritts and Carbyn 1995).

Prey (deer) density was not significant in a model predicting wolf distribution in Michigan and Wisconsin. Recolonizing wolves there may still be at too low a population density to be affected by prey limitations (Mladenoff et al. 1997). This supports the conclusion that limiting resource factors operate in a hierarchical framework and will not correlate well with distribution under all conditions. Data on ungulate prey density can be assembled from records of state and provincial game agencies (e.g. Mladenoff et al. 1995). If unavailable, we can assess ungulate species diversity from range maps and species lists or by the use of surrogates such as tasseled-cap greenness (Crist and Cicone 1984), a metric derived from satellite imagery. As with prey density, sources of data on wolf density and distribution vary between jurisdictions, making regional analysis difficult (Hayes and Gunson 1995).

Vegetation attributes are not strongly correlated with wolf distribution in most studies, except as they relate to prey density. Wolves and elk in the Banff area showed a 90% similarity in cover-type use in both summer and winter (Paquet et al. 1996). Percentage forest was a significant positive factor for Italian wolves (Boitani et al. 1996). Petersen (1995) reviewed data on interspecific interactions for canids in the north-central U.S. and concluded that relative abundance varied in relation to human population density, prey density, and forest cover. Wolves were abundant in forested regions with low human population density, whereas coyotes were abundant in more open landscapes. This regional-scale correlation would not necessarily be evident at finer scales. For example, Yellowstone wolves may be associated with open range favored by elk (Fritts 1990). In Canada, forest cover may reduce mortality from hunting, but trapping mortality remains high (Hayes and Gunson 1995).
Coyote (*Canis latrans*)

The coyote has the highest ecological resilience of any large carnivore (Voight 1987). Although persecuted throughout its range, the species has persisted and expanded its distribution. Despite its relatively secure status, it merits conservation interest due to its effect on prey populations and its interactions with other carnivores (Crooks and Soulé 1999). The species’ resilience stems from life history characteristics that were evident but less pronounced in its congeneric the wolf. The expanded distribution of the coyote in the Rockies may be linked to the decline of the wolf and the expansion of livestock industry. The coyote’s behavioral plasticity allows it to respond to variation in prey size, distribution, and seasonal availability through variation in pack structure and other social characteristics (Bekoff and Wells 1986).

Coyote social structure may vary from predominantly pairs to packs of varying size. Percentage of the diet composed of larger prey such as mule deer varies with pack size in Jasper NP (Bowen 1982) and the GYE (Bekoff and Wells 1986). Large coyote packs may be more common in protected areas due to greater density of large ungulates such as elk, particularly in the absence of wolves. Social structure may vary seasonally to exploit spatially concentrated (ungulate winter carrion) or dispersed (rodents) resources (Bekoff and Wells 1986). Snow depth can also influence pack size (Gese 1988). As in the wolf, fecundity and other life history characteristics vary in response to human-caused mortality. High dispersal ability increases resiliency. Mean dispersal distances are close to 30 km (Nellis and Keith 1976), but maximum distances are greater than 500 km (Carbyn and Paquet 1986). Dispersal is primarily by juveniles, but is not sex-biased (Bekoff 1982).

Population density of coyotes in the Rocky Mountain region is relatively low when compared with that in the southwestern U.S. (Dixon 1982). This has been attributed to greater snow depth and lower small mammal densities in northern latitudes (Bekoff 1982). Lagomorph species form the bulk of the coyote diet in many areas, with rodents and ungulates (often primarily carrion) also important. Lagomorph species that experience population cycles, such as the snowshoe hare in the boreal forest and the black-tailed jackrabbit (*Lepus californicus*) in the Great Basin, may cause cyclic variation in coyote density (Clark 1972, Todd and Keith 1983). During hare lows, carrion and mice dominate coyote diet in the agricultural/forest transition zone of Alberta (Nellis and Keith 1976).

Habitat attributes likely to be associated with coyote density include predictors of lagomorph habitat quality such as stem density, and data on ungulate abundance, especially ungulate wintering areas. Data on type and abundance of livestock, available from census and agricultural databases, may also be useful.

Snow depth has been shown to have a negative correlation with coyote density (Pyrah 1984, Carbyn 1982). Elevation data may be used as a surrogate, for example in Jasper NP where coyotes are found most often below 1,200 m elevation (Bowen 1982). In landscapes of intermixed forest and open areas, forest cover is positively correlated with coyote distribution (Roy and Dorrance 1985, Gese 1988), and high interspersion of forest and open areas may be optimal (Nellis and Keith 1976). Forest and areas of high topographic complexity provide secure den sites that lessen impacts of human persecution.
Density of other carnivores, particularly wolves, may influence coyote abundance and distribution (Paquet 1991a, 1991b, Paquet 1992). The decline in coyote abundance following wolf reintroduction has illustrated this in Yellowstone (Crabtree and Sheldon 1998). Competition with non-canid carnivores such as the bobcat is less apparent despite dietary overlap. This may be due to differences in hunting strategies between canid searching predators and felid ambush predators (Witmer and DeCalesta 1986). Strength of competitive interactions with wolves may vary with prey density, forest cover, and human population density (Petersen 1995). Humans create coyote habitat at regional and local scales through persecution of wolves (Petersen 1995, Crabtree and Sheldon 1998), and through creation of forest openings such as clearcuts (Witmer and DeCalesta 1986). In the northern U.S. and southern Canada, the wolf often dominates in forested areas and the coyote in the forest/agricultural transition zone. The Canadian part of our study area is thus a transition zone between the two species due to vegetation type and snow depth (Carbyn 1982).

Distribution of coyotes relative to wolves may range from regionally parapatric, such as in the northern boreal forest and in the eastern U.S. (Harrison et al. 1989, Petersen 1995), to regionally sympatric and locally parapatric (Carbyn 1982, Petersen 1995), to locally sympatric (Paquet 1991a). A good predictor of sympatry may be the prey species used by wolves. In western North America wolves and coyotes overlap when the primary prey of wolves is large enough to support scavenging by coyotes. In Riding Mountain NP and Yellowstone NP, wolves are an important source of coyote mortality, but also benefit coyotes who scavenge from wolf kills (Paquet 1991a, Crabtree and Sheldon 1998). In Yellowstone National Park, where coyote abundance has dropped nearly half since wolf reintroduction, coyotes establish territories in areas near roads that wolves avoid (Crabtree and Sheldon 1998). This resembles the use of such areas by black bears to avoid grizzly bears (Kasworm and Manley 1990). Smaller carnivore species such as mustelids and foxes may increase as wolves limit coyote numbers and rodent prey becomes more readily available.

Coyote mortality rates are high in most populations due to human exploitation (Pyrah 1984). Mortality rates of 40-50% for adults and 70-80% for pups are common (Nellis and Keith 1976, Pyrah 1984). Nellis and Keith (1976) estimate that a stable population requires pup mortality rates of less than 65%. As in grizzly bears, human-caused mortality varies with habitat as lower habitat quality increases foraging movement requirements and vulnerability (Nellis and Keith 1976).

Although extensive research on coyotes has occurred in connection with predator-control efforts, little work has been devoted to developing habitat models. A study in the Bow Valley of Banff NP used radio telemetry data to analyze coyote habitat selection (Gibeau 1993a). Nonspatial simulation models developed for assessing predator-control strategies have been criticized for not incorporating habitat quality or dispersal dynamics (Connolly 1978). Although the habitat breadth of the species may reduce the strength of habitat correlations, simple approaches incorporating landscape-level metrics of forest cover may be useful (Gese 1988). Incorporating coyote abundance into multispecies models is necessary due to the strength of interactions with other carnivore species (Crooks and Soulé 1999).
Mountain lion (*Puma concolor*)

The mountain lion has relatively high ecological resilience due to its behavioral plasticity and generalist habitat associations (Weaver et al. 1996). Although still widely distributed throughout the Rocky Mountain region, its status is not secure in all areas. Southern Alberta is near the northern limit of the species’ range (Dixon 1982). Mountain lions can occur at all elevations but prefer mixed wood and coniferous vegetation. Mountain lions are closely tied to cervids as their main prey so that conserving mountain lions often amounts to conserving cervid populations and habitats. Overall, the protection, management, and enhancement of prey habitat and populations are a major sustaining factors for mountain lion populations.

Limiting factors may include changes in climate, prey composition and abundance, vegetation or terrain that lessen the competitive advantages of a stalking predator (Ross and Jalkotzy 1992). In telemetry studies in Arizona and Utah, where home range sizes are similar to those in Alberta, mountain lions consistently concentrated their activities in areas where road densities were lower than average for the region. They crossed improved dirt roads and hard-surfaced roads less frequently than unimproved roads. "Established residents and young mountain lion that ultimately became residents selected home areas with road densities lower than the study area average, no recent timber sales, and few or no sites of human residence." (Van Dyke et al. 1986:95). Annual mortality in southern Alberta in 1992, primarily from hunting, was low compared with historical levels and the population was reported to be increasing (Ross and Jalkotzy 1992). However, hunting regulations in Alberta have since been liberalized, and current population trajectory is unknown (I. Ross, pers. comm.). Populations in southeastern B.C. were reported to be declining in 1982 (Dixon 1982), but consistently high harvest levels in the East Kootenay region may contradict this conclusion. Weaver et al. (1996) estimated a lifetime reproductive output for the cougar of three to four female offspring per adult female, and concluded that populations often cannot sustain levels of adult mortality much above 10%, lower than that occurring in many jurisdictions in the region (Weaver et al. 1996). Data from southwestern Alberta suggest a somewhat higher average lifetime reproductive output of five to six offspring per adult female (I. Ross, pers. comm.).

Mule deer and elk are usually the most available, and hence the most important prey species for cougar in the Rocky Mountain region (Hornocker 1970, Seidensticker et al. 1973, Koehler and Hornocker 1991), although moose may be important for males (I. Ross, pers. comm.). Prey habitat is primarily open woodland and forest, so interspersion and forest edge may be positively correlated with mountain lion abundance (Dixon 1982). Correlation between cervid biomass and mountain lion density is evident in some areas (e.g., Lindzey et al. 1994), but is less well-documented than in the wolf (Keith 1983, Fuller 1989). Estimates of suitable habitat derived from coarse-scale vegetation types have been weakly correlated with levels of livestock depredation by mountain lions in California (Torres et al. 1996).

The “vegetation-topography/prey numbers-vulnerability” hypothesis predicts optimal habitat to depend on vegetation and terrain (Seidensticker et al. 1973). Mixed conifer types in steep areas may be ideal in that they provide both forage for prey and vegetative or topographic stalking cover (Hornocker 1970, Logan and Irwin 1985). A strong seasonal component to habitat selection is evident in the Rocky Mountain region. In Idaho, mountain lions preferred rocky, open, southwest aspects and drier Douglas-fir (*Pseudotsuga menziesii*) forest types in winter,
while selecting for mesic Engelmann spruce (*Picea engelmannii*)/subalpine fir (*Abies lasiocarpa*) forest without rocky areas in summer (Dixon 1982, Koehler and Hornocker 1991). A habitat suitability model is currently being developed for cougars in southwestern Alberta. Terrain ruggedness, a function of aspect variability and slope, was found to be a more significant predictor of cougar habitat than were vegetation variables (I. Ross, pers. comm.).

Logging may lower habitat value by decreasing stalking cover and increasing human access. Although resident animals avoid semi-developed areas, transient lions may use them, especially nocturnally (Van Dyke et al. 1986, Beier 1993, 1995). Mortality rates from roadkill and other sources may be high, however (Beier 1993, 1995). Degradation of habitat resulting from residential developments, recreational developments, and road building for access to residential, recreational and industrial activities is a serious threat to western mountain lions (M. Jalkotzy pers. comm.).

The mountain lion’s high mobility increases ecological resilience. Dispersal averages 80 km, or five to seven home range diameters (HRD) (Weaver et al. 1996). Dispersal is primarily by males, but barriers to juvenile dispersal affect females indirectly by disrupting population dynamics and skewing sex ratios (Van Dyke et al. 1986, Beier 1995). Demographic trends are most sensitive to levels of adult female mortality (Weaver et al. 1996).

Beier (1993) developed a pseudospatial model to predict the viability of mountain lion populations inhabiting fragmented habitat in coastal southern California. He used habitat maps and telemetry data to estimate the population size residing in each of the semi-disjunct islands of undeveloped habitat and potential immigration rates between them. This information was used to parameterize an age-structured Leslie matrix to derive estimates of population viability. The model showed that immigration increases persistence times of small populations.

Mountain lion habitat was relatively easy to identify in the urbanizing landscape of Beier’s study area. Evaluating the relative habitat value of different natural vegetation types in the Rocky Mountain region may be more difficult. An approach that combines estimates of ungulate biomass with topographic roughness and snow depth may be useful. Dynamic modeling that incorporates data on dispersal and human-associated mortality will be useful in areas where these factors may be limiting: the fragmented habitat of the forest/agricultural fringe and areas of high road density.

As the largest extant carnivore in many areas of the region, the mountain lion may interact strongly with other predators and prey species. Densities of large ungulate prey are more likely to be controlled by forage and weather than by mountain lion predation, so exploitation competition may be less important than interference competition (Hornocker 1970). In Yellowstone National Park and Glacier National Park (Montana), black and grizzly bears often displace cougars from cougar-killed ungulate carcasses (Murphy et al. 1998).

Mountain lions compete directly with wolves and are occasionally killed by wolves and coyotes (Paquet 1993, D. Boyd pers. comm., M. Hornocker pers. comm., I. Ross pers. comm.). Some mountain lion population increases may be related to wolf extirpations (I. Ross pers. comm., M. Hornocker pers. comm.). Similarly, wolf recovery may be reflected in suppressed mountain lion numbers. Researchers have also documented usurpation of mountain lion kills by wolves, although the distinct hunting strategies of the two species may reduce competition (Weaver et al. 1996). Mountain lion populations in good habitat may demonstrate moderately rapid recovery from depression owing largely to high juvenile survival (Ross and Jalkotzy 1992).
Sweitzer et al. (1997) attributed the near-extirpation of porcupines from a study area in Nevada to mountain lion predation. Their hypothesis links historic livestock grazing to an increased population of primary prey (mule deer). The resulting increase in mountain lion depressed secondary prey populations. The generality of this conclusion may be limited, however, because regional-scale studies of mountain lion population trends in other areas of the west (e.g., Torres et al. 1996) have been inconclusive.
Lynx (*Felis lynx*)

Of the three wild felids that inhabit the U.S. Rockies, the lynx has aroused the most conservation concern. In contrast, the bobcat is at the edge of its range in the Canadian Rockies and attracts more attention there. In the U.S., the lynx has been the focus of a protracted legal battle that has recently led to a listing as threatened under the Endangered Species Act (National Wildlife Federation 1991). In Canada, lynx form a major part of trapping harvest, generally ranking second only to martens in B.C. depending on pelt price and demand (Hatler 1988). Lynx populations in northern B.C. are considered relatively secure, but trapping harvest is low and declining near the U.S. border (B.C. Wildlife Branch, unpublished data). Conservation assessments in the U.S. that base population persistence on dispersal from Canada may thus untenable due to increasing human settlement, roads, and habitat alteration in the transborder region.

The vulnerable status of lynx populations in the southern part of their range (southern Canada and the northern U.S.) is due to their obligate association with their major prey, the snowshoe hare. Although they take other small prey such as grouse and squirrels, hares make up the bulk of the diet. For example, hares constituted 91% of prey biomass in Alberta (Brand et al. 1976). Hare populations undergo cyclical fluctuations in the northern part of their range, the extensive boreal forest of northern Canada and Alaska. Populations in the south do not show such dramatic cycles, instead remaining stable at densities typical of the low point of the northern cycle (Koehler and Aubry 1994). This may be due to the fragmented distribution of boreal forest types in the south, and the greater diversity of lagomorph species and hare predators (Wolff 1980). Facultative predators on hares such as coyotes, red fox, bobcat, and raptors may indirectly keep populations of the lynx, an obligate hare predator, at low levels (Wolff 1980).

A gradient of decreasing habitat suitability with decreasing latitude is established as areas of high-elevation forest become smaller and more fragmented and prey density declines. Although the species ranges into Colorado, the U.S. lynx populations with the greatest prospects for viability are in Montana, Idaho, and Washington (Koehler and Aubry 1994). These populations show densities of 2.3 adults/100km², equivalent to those at the low point of the northern cycle (Koehler 1990, Koehler and Aubry 1994). The naturally low density of southern lynx populations makes them more vulnerable to the effects of trapping and forest management (Koehler and Aubry 1994).

The periodic irruptions associated with the high points of cycles in the boreal forest may be important as a source of dispersers for augmenting southern populations (Mech 1980, Koehler and Aubry 1994). This would make maintenance of regional connectivity important. During these irruptions, long-distance dispersal of 300-500 km has been recorded (Mech 1977a, Brainerd 1985).

The strong association of lynx with a single prey species might be expected to simplify the development of habitat models. However, although patch-level foraging habitat requirements for lynx may reflect the distribution of its prey, landscape and regional-scale requirements for viability are more complex. While optimal foraging habitat is found in early-seral stands, mature forest is required for denning (Koehler and Britell 1990). Lynx thus depend on two forest age classes lying at opposite ends of the sere. Intermediate-age stands are used for traveling, but are of lesser importance (Koehler and Aubry 1994).
Several studies have shown that snowshoe hare densities peak in stands that provide dense cover and large quantities of browse that is accessible above the snow pack (Koehler and Britell 1990). These qualities are found in 15-30 year old conifer stands in the U.S., and in stands up to 40 years old in the north (Koehler and Aubry 1994). Hares occur at low densities in the southern part of their range. Predation may restrict them to the highest quality habitat, and hares typically occupy only 10% of suitable habitat (Koehler and Aubry 1994). However, habitat attributes associated with hare density explain only part of lynx foraging success. Prey vulnerability is mediated by factors such as stalking cover.

High quality denning habitat is limited to mature forest, which provides the coarse woody debris (CWD) needed for thermal cover and protection for the young (Koehler and Aubry 1994). Lynx show high variability in home range size and may concentrate winter use in activity centers (Nellis et al. 1972, Koehler 1990). These “keystone habitats” may be a limiting resource, and habitat models focusing on their distribution may be useful.

In moving between denning and foraging habitats, lynx select areas of high canopy closure and avoid open areas (Koehler 1990). Openings greater than 100 m in width may disrupt movement patterns (Koehler and Britell 1990). Coarse-scale connectivity may be especially important for southern populations that inhabit fragmented patches of boreal habitat. At the landscape level, we might expect lynx habitat requirements to include optimal interspersion of foraging and denning habitat. This could be created by an uneven-aged mosaic of early-seral and mature forest (Koehler and Britell 1990). The patchy fire regimes of certain high-elevation forest types creates such a mosaic, while retaining high levels of coarse woody debris (CWD) (Agee 1993).

Timber harvest techniques have been proposed as an alternate method of creating such a mosaic (Koehler and Britell 1990). However, the effects of logging on lynx habitat remains a subject of debate. The recommended methods, such as dispersed cutblocks, contradict recommendations for maintaining area-sensitive interior-habitat specialists such as the marten (Hargis and Bissonette 1997). In addition, mature forest denning habitat may already be limiting in western forests subject to timber harvest. Further harvest of older stands, even if it led to increasing prey densities, might have negative effects on lynx populations.

The continuing decline in lynx distribution in the western U.S. and southern Canada, despite the presence of early-seral prey habitat, suggests that higher-level constraints may be limiting population viability. Conservation organizations cite the increase in road access into high-elevation areas due to logging and other development as a problem (National Wildlife Federation 1991). Direct mortality from roadkill was the major cause of low survival for reintroduced lynx in New York state (Brocke et al. 1991). Trapping mortality can be high, especially for males and during irruptions when much of the population is nomadic (Carbyn and Patriquin 1983, Koehler and Aubry 1994). High pelt prices in the 1970's and 1980's reportedly resulted in increased trapping activity in the U.S. (Skatrud 1997). The higher viability of lynx populations in B.C. compared with Alberta may be due to the spatial refugia from trapping provided by mountainous areas (Hatler 1988). Refugia areas must be of relatively large size, and it has been suggested that an area the size of Riding Mountain NP (3000 km²) is insufficient to maintain long-term viability (Carbyn and Patriquin 1983). Roads may increase interspecific competition in winter by allowing coyotes and bobcats to access areas of deep snow (Koehler and Aubry 1994).
Summary of models

Vegetation attributes available from remotely-sensed imagery may be useful in predicting lynx distribution. At a minimum, we can delineate the extent of coniferous forest, and more detailed information on forest type would be useful. For example, Engelmann spruce, subalpine fir, lodgepole pine, and aspen forest types were associated with lynx in Washington (Koehler 1990). Aspen forests may be marginal habitat in winter, however, due to low cover values (Wolfe et al. 1982).

Stand age or size class will also be a major attribute where data are available. Foraging habitat is associated with 15-40 year old stands in the Rocky Mountains (Koehler and Aubry 1994), but density and shrub cover are also important variables, as sparse stands rank as poor hare habitat (Wolfe et al. 1982). Denning habitat is associated with stands greater than 200 years old in eastern Washington (Koehler 1990). Data on structural attributes such as CWD are difficult to obtain from remotely-sensed imagery. The most likely surrogate is stand age/size, in interaction with forest type.

The level of human disturbance can be modeled as distance from road or road density (Brocke et al. 1991). We can measure proximity to foraging habitat as distance to young sere or as cover-type interspersion. However, the appropriate scale of analysis for deriving landscape-level metrics is unclear. Minimum usable size for mature forest stands is at least one ha (Koehler and Britell 1990).

Other coarse-scale variables may also be useful. Lynx have strong association with high elevation areas (more than 1463 m in Washington) (Koehler 1990). High-elevation areas of low topographic relief (e.g., plateaus) may be especially important (Koehler and Aubry 1994). Land use data, such as the distribution of private lands, may aid in mapping mortality risks (Brocke et al. 1991).

Legal battles over ESA listing have helped prompt the development of several habitat management strategies by private companies (Roloff 1998) and agencies (Washington Department of Natural Resources (DNR) 1996). Plans for reintroduction of lynx into Idaho and Colorado have also highlighted the lack of good habitat models for the species (Seidel et al. 1997). The controversy surrounding habitat management for the lynx highlights the complex interaction of limiting factors at multiple scales. ESA listing is likely to focus further attention on these issues.
Bobcat (*Felis rufus*)

The status of the bobcat is generally considered more secure than that of its congeneric, the lynx. However, in recent years increased levels of exploitation due to restrictions on trade in other spotted cat furs have led to population declines in some areas of the western U.S. (Rolley 1987). Requirements for population monitoring under the Convention on International Trade in Endangered Species (CITES) have led to more research on the species, but uncertainty remains as to the reliability of current population estimates based on trapping data (Gluesing et al. 1986). Incidental and illegal trapping mortality are often high, and the bobcat’s relatively low reproductive output makes the species vulnerable to overexploitation (Rolley 1987, Knick 1990).

The species distribution has expanded northward in Canada, while contracting in parts of eastern and midwestern U.S. due to intensive land clearing (McCord and Cardoza 1982). Like the coyote, the bobcat does well in the forest/agricultural transition zone and may benefit during the initial stages of forest fragmentation at the expense of more area-sensitive carnivores. Anthropogenic landscape change may be helping the expansion of the bobcat’s range at the expense of lynx. However, the bobcat may be near the climatic limit of its range in the Canadian Rockies due to its poor morphological adaptations to hunting in snow and a higher lower-critical temperature than the lynx (Major and Sherburne 1987).

Although well distributed in the Rocky Mountain region, bobcat population density is lower there than in the more productive habitats of the southeastern U.S. and California. Home range size averaged 200 km in males and 65 km in females in southeastern B.C. (Apps 1996). Northern boreal forest generally has lower prey densities than do landscapes with interspersed cover and openings (Fuller et al. 1985). For these reasons, the ability of northern bobcat populations to recover from trapping may be lower than in the southern U.S. (Rolley 1987). The species therefore merits attention in its own right and for its influence on more threatened carnivores. In addition, populations inhabiting the edge of a species range, such as bobcat in Canada and lynx in the U.S., are important for the maintenance of genetic diversity.

Lagomorphs, such as the black-tailed jackrabbit, cottontail (*Sylvilagus* spp.), and snowshoe hare, often form the bulk of the bobcat’s diet. As was true with the lynx, bobcat populations may cycle with lagomorph densities (Knick 1990). During prey lows, habitats associated with lagomorph aggregations are key areas (Knick 1990). However, the bobcat’s diet is more diverse than that of the lynx, limiting the influence of prey cycles. In southeastern B.C., red squirrels (*Tamiasciurus hudsonicus*) were the most important prey, followed by ungulates, microtine rodents, and snowshoe hares (Apps 1996). Although their lagomorph prey prefers early-seral habitats, alternate prey such as deer and microtines are found in a variety of habitats. Deer are generally a more important resource in montane forest (Koehler and Hornocker 1991) than in lower-elevation Great Basin habitats (Knick 1990).

As in the lynx, bobcat demographics are most sensitive to adult survival, whereas juvenile survival may vary widely (Crowe 1975, Gluesing et al. 1986). Trapping mortality on juveniles may not be additive, however, and populations may be unable to compensate with increased reproductive output (Knick 1990). Adult survival in unexploited populations is high, but may be as low as 20% where trapping is intensive (Fuller et al. 1985). Trapped populations may be primarily composed of non-reproductive yearlings and may be sustained by immigration from
unexploited areas (Knick 1990).

Bobcats, like lynx, become increasingly nomadic during periods of prey scarcity, and are exposed to increased human-associated mortality. Dispersal during these prey lows may dominate population dynamics in sink habitats (Knick 1990). Dispersal distances average 20-30 km (seven HRD’s) (Knick 1990), but may reach 100 km during prey lows. Dispersal is primarily by juvenile males (Apps 1996).

Habitat components

Because the bobcat is a habitat generalist, the explanatory power of habitat variables may be low (Litvaitis et al. 1986). As in the lynx, we can identify the three elements of foraging, denning, and travel habitat. Foraging habitat is often associated with dense understory. Lagomorph habitat, in particular, can be correlated with stem density (Litvaitis et al. 1986). Overstory cover is also important. Canopy cover greater than 52%, associated with Douglas-fir, juniper, and riparian forest types, was selected for in Montana (Knowles 1985). In southeastern B.C., bobcats selected mature, multi-storied forest stands of Douglas-fir in winter (Apps 1996).

Stalking cover is associated with rocky or shrubby areas (Knowles 1985, Witmer and DeCalesta 1986). Snow condition limits winter foraging, leading to strong seasonality in habitat selection in northern regions. In winter, rocky open areas with south to southwesterly aspect are selected for their low snow accumulation (Apps 1996). Conifer and mixed stands are preferred over deciduous stands (Fuller et al. 1985). In contrast, summer selection is often for deciduous areas (Fuller et al. 1985, Knowles 1985). Dense, lowland conifer sites may be important throughout the year for their high lagomorph density, stalking cover, and high snow-intercept values (Fuller et al. 1985, Koehler and Hornocker 1991).

Requirements for denning habitat are less well known than for lynx. Rocky outcrops and other areas with high topographic diversity are important and coarse woody debris (CWD) may also be associated with dens. Unlike canids, bobcats are “single prey loaders,” and they do not regurgitate food for their young. Interspersion of denning and foraging habitat is therefore important for females with young, especially when they are forced to switch to smaller prey during lagomorph population lows (Knowles 1985). We could assess amount and interspersion of forest versus open habitats in GIS with a “moving-window” analysis of canopy closure. In a similar approach, Apps (1996) used discriminant function analysis of winter habitat selection to develop a landscape-level predictive model with a landscape size of 75 km².

Knick (1990) developed a spatial model to predict the persistence of bobcat populations in Idaho. The model, like early models for the northern spotted owl (Lamberson et al. 1992), was not habitat based, but could be used to estimate general reserve design criteria such as the critical size of habitat clusters. Model results suggested a viability threshold at trapping mortality levels of 35%. No-trapping refugia needed to contain at least 3-5 core territories and 11-13 buffer territories to protect populations. This would be equivalent to about 1000 km² in the Rocky Mountain region (Knick 1990). Buffer areas are particularly important during prey lows, when animals forage over greater areas. The species’ relatively short dispersal distances suggest the need for multiple refugia (Knick 1990). In our analysis, we will use the size of contiguous roadless areas or areas with low road density to assess the adequacy and distribution of current refugia.
Interspecific interactions with other felid species may be important. Although mountain lion kills may serve as a food source (Gashwiler et al. 1960), mortality at food caches from mountain lions is also evident (Koehler and Hornocker 1991). Winter access along roads may increase competition with lynx in human-altered habitats (Koehler and Aubry 1994). Interspecific interaction with non-felid carnivores is generally weaker (Witmer and DeCalesta 1986), although coyotes may be a predator (Knick 1990). The greatest potential for interspecific competition occurs in winter, due to increased overlap of foraging areas (Major and Sherburne 1987, Koehler and Hornocker 1991).
Wolverine (*Gulo gulo*)

The wolverine is often characterized as a wilderness species whose persistence is linked to the presence of large areas of low human population density. However, until recently almost no data were available on more specific habitat requirements. The current knowledge base derives in a large part from five field studies (Banci 1987, Copeland 1996, Gardner 1985, Hornocker and Hash 1981, and Magoun 1987), two of which were conducted in the Rockies (Hornocker and Hash 1981, Copeland 1996).

As a result of the dependence of the wolverine on temporally variable and unpredictable food resources such as ungulate carrion, it has home ranges which are much larger than those of other carnivores of similar size. Average home range size for male wolverine in Idaho was found to exceed 1500 km² (Copeland 1996). Dependence on carrion may link the viability of wolverine populations to that of other carnivores such as wolves, which we have extirpated from large areas of the west. Wolf poisoning campaigns in some areas have eradicated wolverine (Banci 1994). However, wolverine have persisted in the lower 48 states in the absence of wolves.

Demographic potential is low, with females first producing offspring at around three years of age and producing less than one kit per year until death at six to eight years (Copeland 1996). The combination of large area requirements and low reproductive rate make the wolverine vulnerable to human-induced mortality and habitat alteration. Populations probably cannot sustain rates of human-induced mortality greater than seven to eight percent, a rate lower than that documented in most studies of trapping mortality (Gardner 1985, Banci 1994, Weaver et al. 1996).

Long-range dispersal abilities (more than 200 km in Idaho (Copeland 1996)) may promote the persistence of wolverine populations. Wolverine populations in southern British Columbia may be connected by dispersal with those in Montana and Wyoming (Weaver et al. 1996).

The wolverine shows more generalized use of open areas and a wider variety of vegetation types than the marten and fisher (Banci 1994, Copeland 1996). The fossil record shows that pre-settlement distribution included lowland environments (Copeland 1996), and extended as far south as Arizona and New Mexico (Banci 1994). Present distribution of the wolverine, like that of the grizzly bear, may therefore be primarily related to which regions escaped human settlement. Conservation requirements for this species may show more parallels with those of the grizzly bear than with those of more closely related mesocarnivores. However, our low level of knowledge about the species makes ruling out more specific habitat requirements difficult. Extrapolation of results from a few study areas to the regional scale may be difficult.

Hornocker and Hash (1981) found that most of their telemetry locations for wolverine were from large areas of medium or scattered mature timber. Rocky areas were used less, and young, dense timber least. Subalpine fir forest types and higher elevation areas were selected for in summer. Wolverine may select coniferous forest in winter (Banci 1987), while avoiding these types in summer (Whitman et al. 1986). Differential seasonal use of elevation zones and forest types may be due to availability of carrion in ungulate wintering areas, summer availability of rodent prey in alpine habitats, avoidance of thermal extremes, or avoidance of humans (Copeland 1996). Large and diverse ungulate populations (elk, mule deer, white-tailed deer, moose, mountain goat (*Oreamnos americanus*), and mountain sheep in this area) are thought to benefit wolverine populations (Van Zyll de Jong 1975, Hornocker and Hash 1981).
A five-year field study of wolverine in central Idaho provides the best data on habitat associations in our region (Copeland 1996). Wolverine strongly preferred rocky alpine habitats in summer, but avoided them in winter. They selected montane forest, especially Douglas-fir, in winter, whereas lodgepole pine stands were the most heavily used forest type in summer. Ponderosa pine (*Pinus ponderosa*) and shrub/grass types saw little use in all seasons.

Natal denning sites were found in remote alpine cirques where deep snow lingered into spring. We could characterize these as rocky sites less than 100 m in width containing large boulder talus (greater than two m in size) on north to northeasterly aspects at elevations greater than 2,500 m. Since females must leave their kits for lengthy foraging trips, natal den sites secure from disturbance by predators or humans are chosen. Maternal dens were placed in talus or woody debris. Adult rest sites, unlike those of martens and fishers, were not associated with specific habitats or structural elements.

Long-distance movements to revisit scattered foraging sites (such as ungulate calving areas and rodent habitations) suggest that individual wolverine hold a “cognitive map” or spatial memory of an extensive gleaning network (Copeland 1996). In contrast to the wolverine’s reputation as a solitary animal, the Idaho study found that offspring commonly forage with parents and siblings for extended periods, which may familiarize them with gleaning networks. Wolverine are likely to encounter other carnivores while feeding on carrion, and predation by larger carnivores accounted for at least 42% of mortalities for wolverine in Idaho (Boles 1977, Copeland 1996). Although rodents (marmots [*Marmota* spp.] and sciurids) were seasonally important, carrion of elk and mule deer was the most important food resource (Copeland 1996). It is estimated that one ungulate is wounded for every four taken by hunters, and carrion associated with the fall hunt is a seasonally important food resource.

Unlike in previous studies (Hornocker and Hash 1981), wolverine in Idaho readily crossed open areas. Sex-biased dispersal was evident, with all long-range dispersers being males of at least two years of age. The large home range sizes of Idaho wolverine (mean of 384 km² in females, 1522 km² in males) may indicate that food resources are more widely dispersed there than in Canada and Alaska, or that a critical resource, such as natal den sites, is limited. Regional-scale population processes may explain why much apparently suitable habitat in Canada and the western U.S. is unoccupied and other areas with relatively high levels of human disturbance (such as central B.C.) retain wolverine (Banci 1994). In areas where wolverine are legally killed, trapping is often over half the annual mortality. Although trapping is prohibited in the U.S. outside of Montana and Alaska, incidental trapping mortality is important there, as well as in southern B.C.. It is possible that U.S. populations are dependent on immigration from Canada, and the low or declining populations in southern B.C. and Alberta are thus of regional importance (V. Banci, pers. comm.). These trends are occurring despite a decline in trapping, and could also be related to logging, oil and gas exploration, and other human development. The southern interior of B.C. is the fastest growing area in the province, with large increases in human settlement, recreational facilities, and backcountry use.

Loss of ungulate winter range to development and reduction in numbers of spawning salmon have affected wolverine food resources in some regions. Landscape level diversity, such as between dry and wet forest types in the Canadian Rockies, allows the wolverine to survive on temporally variable food resources. However, as with the grizzly bear, seasonal movements to use variable resources make wolverine vulnerable to human-caused landscape fragmentation.
The importance of spatial refugia is demonstrated by the role of the Canadian parks in sustaining wolverine populations in southern Alberta, a similar role to that of Yellowstone National Park (Buskirk in press). Connectivity between the GYE and remnant Colorado wolverine populations, as well as between the Canadian Rockies and U.S. populations in Idaho and the Cascades may be lost if current trends continue. Although male wolverine may successfully cross developed habitat, dispersal requirements for females with young are more habitat-specific. In addition, subadult females rarely disperse because, unlike male offspring, they are tolerated near their natal home ranges (Banci 1994).

Summary of models

As the above studies show, conservation planning for wolverine populations requires a regional-scale perspective. We can use data on road density, human population density and land use to define core areas with minimal human disturbance. Alpine areas and subalpine spruce/fir forest types with low road density that may be too small to function as core areas can be delineated as potential landscape linkages between populations. Areas of high interspersion of alpine cirques with montane forest may have enhanced habitat value.

Data on ungulate prey diversity and abundance may be available from state and provincial game agencies, and can be used to predict carrion availability. Distribution of large carnivores, especially wolves, is a factor promoting carrion availability, but also increasing competition. Little overlap was evident between home ranges of cougar and wolverine in Idaho, suggesting interspecific competition (J. Copeland, pers. comm.) or partitioning due to topography. Ungulate wintering areas that are remote from human settlement may be rare, especially in the U.S.

Potential natal denning habitat can be identified in GIS by delineating areas of the appropriate elevation (> 2,500 m), soil type (large boulder talus), and aspect (north to northeast) as potential denning habitat (Hart et al. 1997). These areas may be at risk from disturbance by winter recreation such as heli-skiing (Copeland 1996). However, extrapolation of these requirements to other areas may be problematic.

A spatially-explicit conservation plan for the wolverine is likely to show a high degree of overlap with that designed for the grizzly bear due to similar large-area requirements and low tolerance for human development. The greater dispersal abilities of the wolverine, and its lower risk of mortality from humans during dispersal, may allow it to remain more broadly distributed than the grizzly. Substantial uncertainties remain about which habitat and mortality factors are responsible for the decline of the wolverine in the Rockies. However, it should be possible to identify critical areas where steps such as the creation of refugia from trapping, the reintroduction of wolves, and protection of roadless areas from development will have the greatest long-term benefit for the species.
Fisher (*Martes pennanti*)

Although not as extreme as with the wolverine, the scarcity of field data from fisher populations in the west has until recently slowed the development of habitat models. The HSI model for the fisher (Allen 1983) is based on the rationale that the limiting habitat resource for fishers is overhead cover during winter and early spring, as it affects prey availability and foraging efficiency. The maximum HSI index value occurs when tree canopy closure is above 75%, mean dbh of overstory trees is more than 40 cm, three or more species compose the tree canopy, and 10-50% of the overstory is deciduous.

Thomasma et al. (1991, 1994) tested the fisher HSI model with snow tracking data from Michigan. They found that although the composite HSI score was a significant predictor of fisher habitat use, only two of the four component variables (mean dbh of overstory trees and percentage of overstory deciduous) were significant in the multivariate model. In addition, the shape of the response function was not monotonically increasing, but multimodal.

Although the availability of coniferous forest for winter cover may be a limiting factor in areas of deep snow, optimal habitat for fisher, in contrast to marten, may be found in the transitional mixed deciduous/conifer forest types rather than in coniferous boreal forest (Arthur et al. 1989). Berg and Kuehn (1994) offer evidence from trapping records that succession of Minnesota landscapes from mixed conifer/aspen to predominantly conifer has favored marten over fisher. This may weaken the validity of the HSI model. Conifer-dominated (> 75%) forest types were sub-optimal in a study area in Maine (Arthur et al. 1989). Mature aspen were important for den sites. High diversity and interspersion of stand types may increase habitat value by promoting a diverse prey base. In Maine, fishers often rested in conifer stands and foraged in mixed stands during summer. However, they showed the opposite pattern during winter, reflecting increased foraging for snowshoe hare found in conifer stands. They avoided open areas on the stand level, but landscapes containing small openings associated with human settlement supported fishers, as forested areas still predominated as the landscape matrix. The finer grain and lower intensity of human disturbance in these forests, and characteristics of regenerating mixed forests in the eastern U.S., may explain the greater tolerance of eastern fisher populations to human-caused landscape change.

Although most fisher research has occurred in the northeastern U.S., several studies have been completed in the Rockies. In Montana, reintroduced fishers were found to prefer low-elevation mesic forests, especially riparian areas, and dense young mixed-conifer stands (Roy 1991, Heinemeyer 1993). Fishers in Idaho also preferred riparian areas in all seasons (Jones and Garton 1994). Habitat selection by forest age class, however, varied with season. Mature and old-growth stands were selected in summer, whereas young and old-growth stands were used in winter (Jones and Garton 1994).

A recent study in B.C. found no consistent landscape-level selection for forest type by fishers, either seasonally or throughout the year (Weir and Harestad 1997). This study was conducted on transplanted fishers, and resident populations may show different habitat associations. Dispersing fishers showed avoidance of early-seral stands, perhaps reflecting selection for high levels of canopy closure. Cavities in large cottonwoods were important for maternal dens, and rest sites were often found in large spruce (> 50cm dbh).
Fishers in Manitoba preferred to travel on coniferous ridges during winter, but they preferred areas of consolidated snow (hare and other trails) during heavy snow conditions (Raine 1983). Fisher distribution in California was correlated with elevation (Krohn et al. 1997), but changes in forest composition that covary with elevation may be more robust predictors than elevation itself (Carroll et al. 1999).

In northwestern California, fisher detection rates were correlated with dbh of hardwoods at the patch level, canopy closure, percent conifer, and tree dbh at the landscape level, and precipitation at the regional level (Carroll et al. 1999). Fisher detection rates were highest at sites with large hardwoods in landscapes of dense, mixed hardwood/conifer forests. New survey data were collected and used to validate the model.

Dark (1997) also found that canopy closure showed a significant positive correlation with fisher distribution in a study area in interior northern California. High canopy closure is associated with riparian areas in these more xeric interior forests. Relationships between fisher detections and road density and landscape pattern attributes were difficult to interpret. For example, fishers were positively correlated with low-use road density, perhaps due to the placement of logging roads in more heavily-forested areas.

Klug (1996), also in northern California, found positive stand level correlations between fisher detection rates and stand-level attributes such as hardwood dbh, percent basal area in hardwoods, canopy closure, and volume of logs, and a negative correlation with basal area of conifers between 52 and 90 cm. The strongest correlations, however, were with regional-scale factors such as elevation and distance to the ocean. This strong regional-scale component, which was also evident in the model of Carroll et al. (1999), may limit the predictive power of such models when applied to other regions. Fisher detections were also correlated with increasing stand size (up to 100 ha) and decreasing insularity in forests of northwestern California (Rosenberg and Raphael 1986).

The evidence for low or declining fisher populations in the Rockies has prompted several efforts at devising a regional conservation strategy for the species. Banci (1989) summarized the existing data in B.C.. Habitat diversity, as represented by riparian areas, small openings and other ecotones, was judged important to fishers. She advocated untrapped reserves or spatial refugia in areas open to trapping. Because extensive salvage logging and pulping of aspen stands may be linked to the decline of fishers in southern B.C., we should preserve areas of mixed coniferous and deciduous stands as important habitat.

Heinemeyer and Jones (1994) performed a management assessment for the western U.S., and advocated a multi-scale approach to designing a conservation strategy for the species. Boundaries of suitable forest habitat would be mapped at the scale of the physiographic province (for example, the northern Rockies) using cover type maps developed by the gap analysis program (GAP). As a finer scale, they would identify barriers to dispersal (such as major road or development corridors). By overlaying data on land management categories (e.g., the distribution of protected areas) and maps of historic and current fisher distribution, core and peripheral populations could be identified and metapopulation viability assessed.
Summary of models

The limited amount of data on habitat use and distribution of fishers in the Rockies is evident. Three studies have been conducted in the region (Roy 1991, Heinemayer 1993, and Jones and Garton 1994). Several factors may confound attempts to analyze habitat correlations. The effect of trapping mortality may complicate comparisons between the various states and provinces with their different trapping regulations. Even where fishers are legally protected, incidental trapping may be a threat to low density populations (Lewis and Zielinski 1997). One hundred sixty three (163) fishers were killed by incidental trapping during a five-year period in Idaho (Luque 1983 cited in Weaver 1993) and incidental trapping mortality remained high in British Columbia after the season was closed there in 1991.

Powell (1979) used a simple population model to show that even low levels of trapping could result in extirpation. If road access mediates trapping mortality, and we preferentially target productive forest lands for logging and associated road building, a complex interaction of road density and “natural” habitat quality may be evident. Road density was not significant in some studies (Carroll et al. 1999), but is likely to affect viability where trapping harvest is high, and may need to be modeled as an interaction with management status and trapping regulations.

The medium-range dispersal ability of fishers results in coarse-scale population-level processes (e.g., source-sink processes [Pulliam 1988]) that may confound analysis of the effects of local habitat selection. Fishers in Massachusetts dispersed an average of 33 km (range 10-107 km)(York 1996). Dispersal distances were similar for both sexes. Although rivers and large highways were not absolute dispersal barriers, dispersers avoided areas of high human population or road density.

A review of published demographic data suggested that most studies are conducted on sink populations, perhaps because most are in areas subject to trapping (York 1996). In a heavily-trapped population in Maine, 94% of mortality was human-related (Krohn et al. 1994). In contrast, natural mortality from coyote predation and drowning was as important as human-related causes (roadkill, trapping) for Massachusetts fishers (York 1996). Dispersal rates dominated the demographics of this population. A high rate of emigration (40%) was partially compensated by immigration, leaving the area a net source. Fishers have innate dispersal tendencies even when density and fecundity are low (York 1996). If this leads to dispersal into sink habitat, it would lower population viability in fragmented habitat (Doak 1995).

Although dispersal evidently contributes to fisher demographics on a subregional scale, evidence of effective long-range dispersal is more limited. Although Powell and Zielinski (1994) review studies documenting dispersal distances up to100 km, average distances are closer to 10 km. Fishers in Maine dispersed distances averaging 10 to 20 km, or one to three home range diameters (Arthur et al. 1993). This may limit recolonization ability and reduce regional viability in regions such as the intermountain west where habitat areas are small and isolated.

These coarse-scale population dynamics suggest that development of robust predictive models will require a multi-scale analysis. Regional or landscape-level thresholds of habitat value, area, or connectivity may exist below which population viability is compromised (Lande 1987, Noon and McKelvey 1996b).
Commonalities among the models reviewed above suggest that canopy closure is a consistently important attribute. Selection for size and age class is not as consistent, except the avoidance of open early-seral stands, which is likely due to their low canopy closure. Selection for forest type is also inconsistent. Mixed conifer and mixed conifer/hardwood types are generally favored. Resolution of floristics is difficult with regional-scale satellite imagery, although information on the relative proportion of hardwood versus conifer cover may be available. The gap analysis project (GAP) database (Scott et al. 1993) offers increased thematic resolution of forest types at the expense of low spatial resolution. Polygons are typically greater than 100 ha in size (Edwards et al. 1996). GAP data layers and similar forest type maps for Canada might best be used as a regional-scale constraint, possibly combined with elevation, to exclude areas of unsuitable vegetation. However, these relationships are difficult to validate without geographically extensive distributional data sets that are presently unavailable.

If floristic, as opposed to structural, attributes are important in determining fisher distribution, generalizing information from studies conducted outside the region may be difficult. For example, the positive correlation with hardwoods evident in California (Carroll et al. 1999, Klug 1996) may be due to increased prey densities stimulated by mast production or to the presence of cavities. The dominant hardwood in the Rockies is aspen, which is not mast-producing. Aspen does, however, retain importance as a source of denning cavities (Weir and Harestad 1997).

Although regional-scale attributes are highly significant, their use in habitat models limits the ability to generalize results to other regions. Recent development of improved spatial modeling techniques may help overcome this problem (Augustin et al. 1996, Wu and Huffer 1997). Alternatively, regional effects can be analyzed post hoc using distributional data sets. Extensive distributional surveys for the fisher and other poorly-studied mesocarnivores are a research priority and a necessary but often neglected complement to intensive telemetry studies. Once regional-scale constraints are identified, canopy closure becomes the best candidate for landscape or mesoscale analysis. A “moving-window” index of landscape-level canopy closure is possible using satellite imagery. Stand-level or microsite attributes such as coarse woody debris or hardwood dbh are probably not practical to incorporate in this type of regional analysis. However, the predictive power of coarser-scale models that lack such information is encouraging.
Marten (*Martes americana*)

A much larger body of field research is available for marten than for fisher in the Rocky Mountain region. This is due to the greater abundance of marten in the region and to greater awareness of the potential effects of human-induced habitat change such as logging on marten populations.

Thompson and Harestad (1994) summarized the conclusions of nine studies of marten habitat selection and found preference for mature or overmature stands and avoidance of shrub and pole stages. Although only one of these studies was from regions next to the Rockies (Kelly 1982), the association between martens and closed-canopy, older forest has proved consistent across North America. Martens in Montana were associated with mature stands of mesic, closed-canopy forest, and avoided open areas in winter (Koehler and Hornocker 1977). Martens in the GYE also avoided regenerating clearcuts (Campbell 1979). In southern Wyoming, marten selected older spruce/fir stands during winter (Wilbert 1992). This association was weaker in other seasons. High levels of coarse woody debris (CWD) characterized these stands. Winter use of these stands may thus be due to high canopy closure and/or the use for denning or foraging of the subnivean openings associated with CWD.

The HSI model for marten (Allen 1984) is similar to that for fisher in that winter cover is considered the limiting resource for the species in the boreal coniferous forests of the western U.S.. Percent tree canopy closure, percent spruce/fir in the overstory, stand age, and surface cover of downfall (woody debris) determine cover value. The model predicts optimal habitat value for mature or old-growth stands of greater than 50% canopy closure, of which more than 50% is spruce/fir, and that have 20-50% cover of downfall.

Spencer (unpublished) developed a similar HSI model for the Sierra Nevada. Besides the habitat elements for canopy closure, proportion of fir, and size class, this model assigned values to mesic non-fir cover types, and incorporated an attribute measuring habitat interspersion. When tested against new track plate data from the same region, the model showed significant predictive power ($r^2=0.59$, $p<0.05$). A revised model that doubled the importance of canopy closure relative to other attributes provided a significantly better fit to the data. Inclusion of data on woody debris marginally improved the correlation.

Stand-level habitat models developed for other boreal forest regions may also be relevant to the Rockies. Bowman and Robitaille (1997) found that martens in Ontario, although not limited to old-growth, preferred closed canopy spruce/fir forest with abundant downed logs. They developed a model incorporating percentage spruce/fir, canopy closure, and number of logs. It was only weakly validated by an independent snow tracking data set, which the authors attributed to relative homogeneity of their study area.

To examine the effect of landscape-level factors, Hargis and Bissonette (1997) compared marten abundance in 18 landscapes of nine km² in size in the mountains of northern Utah. The landscapes were composed primarily of mature conifer forests, and varied in the portion of the landscape in openings (both natural and due to logging) and the fragmentation associated with habitat loss. Landscape-level habitat loss was negatively correlated with marten abundance, and landscape pattern (fragmentation) had a secondary additive negative effect.
Their final model included as variables the percentage of each landscape unforested and the percent overstory in snags. Both correlations were negative, perhaps because both are associated with decreasing canopy closure. Although small mammal density was highest in open areas, the forest vole preferred by martens in Utah was associated with closed stands. Differences in the prey community between the Rockies and eastern North America may explain the lack of a positive association between martens and snags in this study. The effects of logging may be most pronounced in high-elevation boreal forests such as these, where canopy closure remains low for extended periods following disturbance. The low threshold of about 25% openings at which martens disappeared from the landscape raises concerns over the viability of populations in areas subject to extensive timber harvest.

Chapin (1998) found similar correlations between marten distribution and landscape pattern in Maine. Martens were absent from smaller and more isolated patches, and all marten home ranges contained at least 60% forest cover. Coarse-scale dynamics driven by adjacency to a large unlogged forest preserve were also significant. However, the lack of trapping in the preserve, and heavy trapping pressure in the logged forest, complicate analysis of habitat effects (Hodgman et al. 1997). Although logging and trapping mortality are correlated through increased road density, removal of trapping pressure may permit marten to colonize areas with lower levels of forest cover, at least in eastern forests (D. Harrison, pers. comm.).

A spatially-explicit model developed for Newfoundland martens may provide a means of incorporating such landscape-level factors. Schneider and Yodzis (1994) developed a pseudospatial model that used the concept of “Optimum Territory Size” to address the influence of spatial dynamics (i.e., habitat quality and heterogeneity) on energy balance and reproductive output. As prey abundance and/or habitat area decreased, marten in the model increased territory size and associated energy cost, resulting in lower fecundity. Population extinction scenarios were due to deterministic factors such as negative growth rate or habitat loss or stochastic risks to marginally viable populations. This confirmed the results of earlier nonspatial models (Lacy and Clark 1993) and provided a means of linking changes in habitat area and pattern to demographic parameters. A subsequent spatially-explicit model allowed marten distribution and viability to be predicted under varying habitat scenarios (Schneider 1997).

The effect of increasing habitat fragmentation on dispersal and predation risk was identified as a missing parameter in this study. Unfortunately, accurate parameter estimation in these types of spatially-explicit models often requires long-term data on difficult to measure quantities such as prey abundance or dispersal distance. A weakness of the Newfoundland model is that habitat quality is derived from data on forest timber strata (stand age class). The author suggests that marten HSI values would provide a better base layer. In our opinion, values derived from an empirical model would provide an even stronger foundation. The output of complex dynamic models will have only heuristic value unless the model inputs accurately characterize species/environment relationships.
Summary of Models

Unlike fishers, which seem to show variable responses to forest structure across their range, martens show a consistently strong association with closed-canopy coniferous forest throughout North America. This will likely make regional-scale predictive habitat modeling more successful for this species. The general approach, however, follows that outlined for the fisher. A coarse-scale evaluation of forest type can be derived from the GAP databases where available or from a model based on elevation and climate. The strong association of martens with spruce/fir forest types is evident in numerous studies.

Once these types of areas have been identified, a finer-scale analysis of canopy closure should be performed. Canopy closure or its correlates are consistently among the most significant predictors of marten distribution and abundance in the studies reviewed above. A “moving-window” analysis of this attribute in GIS will identify areas of contiguous forest. Incorporation of data on stand structure (e.g., CWD) will be more difficult. Although regional data layers of CWD volume are not available, correlation between CWD and forest type may allow limited incorporation of this factor. Several studies found good predictive power even when such fine-scale structural data were not incorporated.

Levels of trapping mortality can be expected to vary among the states and provinces in the study area. Martens have historically constituted the bulk of the fur harvest in the region, and continue to be legally trapped at varying levels throughout the region. Trapping may lead to negative correlations between road density and marten abundance in some areas. The importance of spatial refugia has been shown in Maine (Hodgman et al. 1997) and Yellowstone National Park (Buskirk in press). Incorporation of road density into the habitat model will be more complex than for other attributes and will benefit from validation data from a variety of areas with different trapping levels.

In the long-term, development of regional-scale SEPM’s will provide a more mechanistic understanding of the processes responsible for coarse-scale patterns of marten distribution. However, static habitat modeling is a necessary first step given the current imperfect understanding of the association between martens and coarse-scale habitat attributes.
Critique of current modeling approaches

Habitat suitability index (HSI) models are the models most commonly used by agencies, especially the US Fish and Wildlife Service, to assess habitat “take” in project-level planning and mitigation analyses. They are theoretical mathematical models (Morrison et al. 1992) in that they are based on “expert opinion” of relationships between habitat and species abundance.

Several examples of HSI models have been reviewed above. Thomasma et al. (1991, 1994) tested the fisher HSI model and found varying degrees of significance for the model elements. Powell et al. (1997) used telemetry data to validate an HSI model for the black bear in the southeastern U.S.. A marten HSI model has also been tested in California (W. D. Spencer, unpublished report).

These HSI’s are an improvement on univariate models in that they offer a method of integrating multiple habitat attributes in an explicit manner (usually the geometric mean). Although based on qualitative review of the literature, HSI models are rarely validated with field data, and are usually less robust and of lower predictive power than empirical models. The CEA and LZP approaches also produce descriptive, qualitative models, although the Yellowstone CEA is more empirical than those in other areas (D. J. Mattson, pers. comm.).

Unfortunately, managers unaware of the qualitative judgements involved in model development may misinterpret their numeric output as similar to that of quantitative and empirical models. Even if we can assign qualitative rankings to individual factors, little consideration is given to which factors will dominate the final composite score. To analyze this problem, Apps (1997) performed a sensitivity analysis on the grizzly bear LZP model. He found that the human features and linear disturbance elements dominated over the visual cover and riparian attributes, but this was not obvious from the original model. Although it is possible to incorporate non-linearities and interactions (e.g., visual cover may only be important near roads), more complex interactions are difficult to model based on expert opinion.

The biologically-appropriate scale of analysis is often unclear in habitat studies, and we can criticize CEA models for choosing an arbitrary scale. For example, in grizzly bear LZP analysis, modelers analyze the linear features component with a “moving-window” 2.25 km$^2$ in size (Serveen and Sandstrom 1993, Apps 1997). Apps (1997) employs this scale to be consistent with previous applications of the model, but suggests that a coarser-scale analysis may be more biologically realistic.

In the grizzly bear CEA (Weaver et al. 1986), factors such as “seasonal equity” are assessed at the scale of a Bear Management Unit (BMU) of 250-1000 km$^2$. Although appropriate for many resident females, this scale may not incorporate ecosystem-level effects on bears that commonly make long distance seasonal movements between areas encompassed by several BMU’s (Craighead et al. 1995). Weaver et al. (1986) propose that their habitat effectiveness value integrates spatial and temporal aspects of perturbations. However, they acknowledge the need for more information on spatial and temporal lags in responses to disturbance, termed by them “spatial ripple” and “refractory period.” In particular, road development may trigger long-term development pressures that are not adequately addressed in the CEA model (McLellan 1990).
By not incorporating the effects of coarser-scale population processes, analysis of connectivity using the LZP approach may fail to identify the most biologically important landscape linkages. We may conceive of patch boundaries and dispersal barriers as membranes or filters (Doak 1995, Wiens et al. 1993). The “rate of flow” or functional connectivity through these areas will depend on characteristics of the membrane and on dispersal “pressure” from source habitat. If the spatial distribution of source habitat creates pressure for dispersal through already degraded habitat with associated high risk of human-caused mortality, restoration of these areas may be more important to functional connectivity than protection of other more pristine linkages.

Verification of the model assumptions of CEA/LZP models is difficult and validation of model predictions is rarely attempted. Field studies have given qualitative support to some model assumptions (e.g., Mattson et al. 1987). However, successful prediction of distribution and abundance patterns, much less relative levels of population performance (survival, fecundity) has proved elusive. Comparisons of radiotelemetry data with predictions from CEA/LZP models have often shown poor correlation.

In summary, CEA/LZP analysis may be useful for local planning purposes. However, using the model for regional-scale analysis is likely to be non-informative or misleading. Telemetry studies are generally located where the species is abundant, and are less helpful in modeling species presence and absence. Incorporating variation in habitat relations across the region and exploring the fit between alternate models and empirical data are difficult. We agree with Craighead et al. (1995) that CEA is not sufficient for ecosystem-scale conservation planning, and that regional-scale empirically-based multivariate analysis of carnivore/habitat relationships based on remotely-sensed imagery, road density and land use data is a necessary next step.

The gap analysis program (GAP) is an approach explicitly designed to address these regional-scale planning questions (Scott et al. 1993). State-level gap analysis projects have used predicted distributions of vertebrates to assess the adequacy of existing protected area designations. The GAP vertebrate models are developed from expert opinion and published descriptions of wildlife/habitat associations. The occurrence of the species is predicted based on vegetation data layers developed from satellite imagery, in combination with elevation data and range boundary information (Edwards et al. 1996).

Cover-type/vertebrate species associations are often crude (e.g., birds may be associated with “coniferous forest” [Edwards et al. 1996]), due in part to the mismatch between regional cover type classification systems and the finer scale habitat attributes measured in many wildlife studies (Bolger et al. 1997, contra Jennings et al. 1997). We might expect this to lead to over prediction of species occurrence. In a review of validation studies of GAP-type wildlife/habitat models, Flather et al. (1997) found that commission error rates were generally high. GAP models also do not incorporate human disturbance factors.

Edwards et al. (1996), who evaluated the accuracy of GAP vertebrate models in predicting species occurrence in Utah parks, provided a more positive appraisal. Predictive power varied among taxa. Bird models had the highest accuracy (90.6%), followed by mammals (83.6%), reptiles (78.4%), and amphibians (69.4%). Although these figures are encouraging, the strength of this validation exercise may be limited. The authors did not compute correlations between a species and the cover type they classed as suitable habitat, but between species lists and all cover types contained within a park. If a park contained many cover types, and therefore most of the species were predicted to occur there, or if species were predicted to be associated with
many cover types, evaluation of model accuracy is difficult without a comparison of model error rate against the error rate of a random model.

These types of thematically-coarse, theoretical models may be necessary when evaluating representation in protected areas of large assemblages of species. Similar approaches in Canada have used ecoserion maps to predict grizzly bear distribution and abundance (Banci et al. 1994). However, when evaluating the distribution of habitat for one or a few focal species, especially those such as large carnivores that we expect to have complex spatial dynamics due to large area requirements, GAP models may have limited value and should be supplemented with finer-scale data where available (Bolger et al. 1997).

In summary, most existing modeling approaches for carnivores in the Rocky Mountains have evolved out of a site-level planning paradigm. Even when given qualitative support by field data, researchers have rarely validated them when applied in different areas. Usually, they have uncritically assumed that patch-level associations between habitat attributes and species abundance were possible to scale up to the ecosystem or regional level. Although some validation studies have demonstrated correlation between HSI predictions and field data (Thomasma et al. 1994, Powell et al. 1997), the relative contribution of different scales of habitat selection is rarely evaluated. Even with good patch-level models, it is likely that a further increase in predictive power can be achieved by incorporating coarser-scale habitat attributes.

An increased focus on these coarser-scale factors may arise from an analysis of the spatial population dynamics of carnivore species. There are several reasons why species distribution may not match the distribution of “suitable” patch-level habitat. A species may be absent in suitable habitat due to factors such as lack of connectivity or lack of sufficient habitat to meet minimum area requirements. On the other hand, a species may be present in unsuitable habitat due to population-level processes such as source-sink dynamics. Failure to explicitly analyze landscape and regional-scale correlations may lead to misleading conclusions concerning patch-level habitat selection. This may be especially true in the case of wide-ranging carnivores, which integrate perceptions of landscape quality over large areas.

New modeling approaches

In recent years, several new approaches have been developed for modeling wildlife/habitat interactions. These can be divided into several types. Analytical models can be distinguished from approaches using computer simulation. Dynamic models, which describe change over time, can be distinguished from static models depicting species distribution at “equilibrium” with the environment. The models can be purely deterministic, or can be designed to incorporate stochastic or random factors. The models described below include several approaches that appear promising for modeling habitat selection or spatial population dynamics at multiple scales. These include analytical diffusion models, percolation-theory based models, dynamic pseudospatial models, dynamic individual-based simulation models, and static spatial statistical models.

Analytical models have been used extensively in population viability analysis. Well-known examples include age-structured matrices and simple metapopulation models (Leslie 1945, Levins 1970, Lande 1987). Incorporating spatial heterogeneity into these models usually increases model complexity so they become analytically intractable. However, analytical diffusion models (Turchin 1991) may allow movement data collected from foraging carnivores (e.g., through snow tracking
to be modeled with partial differential equations. These models produce a “residence index” value that characterizes the relative abundance of the animals in different types of habitat. This approach has to date been applied only in studies of fine-scale habitat selection. However, the underlying hypothesis that fine-scale individual movements can be scaled up to produce coarser-scale distribution patterns forms the basis for other approaches such as individual-based simulation models.

An alternative approach applies percolation theory (Stauffer and Aharony 1985) to model the functional connectivity of landscapes based on the interaction between a species dispersal capability and patch geometry (Keitt et al. 1997). Percolation theory proposes that in a landscape of randomly distributed habitat, nonlinear increases in connectivity will occur when 59% of the area is suitable habitat. At this critical threshold, habitat specialists will be able to “percolate” across the landscape. In real landscapes, the threshold level will depend on the actual arrangement of patches. The distance a particular species can disperse interacts with landscape pattern to produce critical thresholds of functional connectivity. Species with dispersal capabilities below the critical distance will experience the landscape as fragmented. This allows connectivity to be compared among different species in a landscape and between different landscapes. Patch removal simulations document the effect on connectivity of removing individual patches, and allow identification of critical landscape linkages. Keitt et al. (1997) apply this technique to assess the impacts of habitat fragmentation on the Mexican spotted owl (Strix occidentalis lucida) in the southwestern U.S.. The high level of contrast between suitable montane forest habitat and the matrix of lower-elevation arid non-forested areas makes a binary habitat classification more realistic there than in most regions.

This approach may be useful for regional-scale analyses of carnivores that are strong habitat specialists, such as some mustelids, especially in regions where contrast between protected and human-altered habitat is strong. However, the extreme simplification inherent in a binary habitat classification may obscure the effects on connectivity of the landscape mosaic as a whole (Wiens 1997). This would be a particular problem for species such as wolves that make use of the semi-developed landscape matrix.

Evolving out of earlier nonspatial models for population viability analysis is a class of “pseudospatial” models. These incorporate information derived from the mapped distribution of habitat, but lack the topological information such as patch shape that is present in spatially-explicit population models. This approach has been used to model the viability of mountain lion populations in California (Beier 1993) and of endangered marsupials inhabiting old-growth eucalypt patches in southern Australia (Lindenmayer and Possingham 1996a). The latter study used a Monte Carlo simulation model called ALEX (Possingham and Davies 1995). In this model, they treat each patch as internally uniform, but retain derived information on inter patch distance. ALEX allows individual patches to be ranked as to their contribution to long-term metapopulation viability. Other widely available simulation models such as VORTEX and RAMAS use a similar pseudospatial approach (Lacy 1993, Akcakaya 1994).

As with percolation-theory-based analysis, these pseudospatial models work best in situations where we can clearly divide habitat into suitable and non-suitable. Examples are mountain lions inhabiting the wildland-urban interface in southern California or forest habitat specialists isolated in a matrix of agricultural lands. These models have the advantage of incorporating the effects of demographic and environmental stochasticity on long-term population
viability. These threats to viability are the concern of the “small-population paradigm,” and represent a different focus than “declining-population paradigm” factors such as habitat loss (Caughley 1994). This approach may be particularly valuable for a species such as the grizzly bear whose low fecundity and large home range size make it vulnerable to the stochastic effects accompanying small population size.

In contrast to pseudospatial models, individual-based simulation models retain spatially-explicit information on habitat distribution (DeAngelis and Gross 1992). These models track the fates of many individuals through time as they move across a grid of cells. Each cell can be assigned different levels of habitat quality. The attributes of the cells surrounding an individual interact with movement rules to govern the behavior of the organism. The behavior of large numbers of individuals collectively determine the aggregate characteristics that form the model output.

Individual-based models span a range of complexity, depending on the degree of biological realism and number of demographic parameters they incorporate. One of the simpler applications involves the simulation of dispersal behavior with diffusion models. Individuals disperse from their starting point across a landscape of habitat types with different levels of permeability or dispersal mortality risk. The individuals are “correlated random walkers” (CRW) because their direction of movement is based on a combination of the relative habitat values of the neighboring cells, previous direction of travel, and a random component. Although real organisms use cognitive maps in more complex ways than portrayed in a CRW, these models are useful in mapping the spatial distribution of potential dispersal paths across a landscape. For example, this method has been used to map regional-scale dispersal routes for grizzly bears in the northern Rockies (Boone and Hunter 1996, Walker and Craighead 1997).

Because field data on dispersal is notoriously difficult to gather, many CRW models base movement rules and relative habitat permeability on qualitative rankings. A more promising approach is to derive movement rules from parameters such as turning angle, mean move length and duration that we can estimate for different habitats from field data (Turchin 1991, 1996). A study of marten in the Yellowstone area is currently exploring this approach (Minta 1996). Validation of these models may be possible with species such as wolves for which dispersal data are available. The grizzly bear, however, has never been recorded to move between regional subpopulations in the lower 48 states (Weaver et al. 1996), although linkages have been proposed (Picton 1986). Validation of grizzly bear dispersal models may require genetic analysis (Craighead and Vyse 1996).

We can develop static dispersal models using the “least-cost path” functions found in several GIS software packages (e.g., ESRI, Inc. 1996). The least-cost path can be modeled in GIS as a combination of the attraction to preferred habitats minus energetic costs (due to topography, etc.) and security costs (exposure to humans or roads). As with CRW, individuals disperse from their starting point across a landscape surface of cells (pixels) with different levels of permeability. Direction of movement is based on a combination of the relative habitat values of the neighboring cells, differentially permeable impediments such as roads and fences, previous direction of travel, and a random component. Multiple iterations delineate a hierarchy of probable pathways based on the cumulative cost of travel. This approach is currently being used to study barriers to wolf movement in the parks of the Canadian Rockies (Paquet et al. 1996, 1997). Landscapes such as these, where topography constrains movement options, may be good
candidates for least-cost path analysis. One drawback to the standard least-cost path function is that the single path it identifies may have the least total cost but be biologically unrealistic if segments of it traverse developed areas. Modification of the function to derive a movement probability surface may increase realism by including exposure to development as an added cost (Paquet et al. 1996, 1997). The resistance value of habitats in human dominated landscapes is increased according to the distance from development, and type and intensity of human activity that predominates.

Spatially-explicit population models (SEPM) are a class of individual-based simulation models that incorporate additional biological realism as habitat-specific demographic parameters. Individuals not only move between cells, but grow, reproduce and die. Model output from SEPM’s may include the mean population size, mean time to extinction, or the percentage of suitable habitat occupied. The development of SEPM’s has allowed data gathered from intensive demographic studies to be combined with GIS maps of landscape composition and pattern in dynamic models (Murphy and Noon 1992, McKelvey et al. 1993).

Spatial statistical models are similar to traditional wildlife habitat models. However, they incorporate the effects of habitat selection at multiple scales through “moving-window” functions in GIS or through more complex spatial statistical functions such as autoregressive models (Augustin et al. 1996, Wu and Huffer 1997) or trend surface analysis (Periera and Itami 1991). Spatial statistical models have been used to predict potential habitat for the gray wolf (Mladenoff et al. 1995) and the fisher (Carroll et al. 1999). Although the effects of landscape pattern (as opposed to landscape composition) can be incorporated through metrics derived from programs such as FRAGSTATS (McGarigal and Marks 1995), usually these static models deal poorly with connectivity. This suggests that a hybrid approach incorporating static and dynamic modeling may be appropriate.

Problems with complex models

Although the modeling approaches described above are more biologically realistic than current methods, their complexity may limit applicability in some situations. Although rapidly developing technology allows analyses that would not have been practicable a few years ago, regional-scale spatial analysis still imposes high data storage and processing requirements. Added to this is the challenge of integrating data from many states and provinces into a seamless whole. To some extent, analysis is constrained to a least common denominator of attributes available for the entire region. This often requires the use of attributes that are surrogates for the biological variables controlling species distribution. For example, we may substitute forest type for more detailed data on available forage. Many variables that have proved significant in fine-scale habitat analyses would not be possible to compile on a regional level, even if their effects were thought to scale up to that level. Besides limitations in habitat data availability, lack of data on the carnivore species of interest constrains the analysis.

Approaches that take into account the limitations of existing knowledge may be preferable to more complex models such as SEPM’s (Karieva et al. 1996). Output from SEPM’s may be especially sensitive to errors in difficult-to-estimate parameters such as dispersal-mortality rates, highlighting the need for sensitivity analysis (Ruckelshaus et al. 1997). After reviewing several examples of how complex models can lead to incorrect results, Karieva et al. (1996) conclude that
although “advocacy of habitat description and analysis spurns many of the more modern ideas in conservation biology ... practical concerns-that is, what data are available and an appreciation for multiple explanations of species loss-need to play a larger role in conservation research.”

**Potential modeling approaches**

Integrating multiple single species habitat models into a multi-species conservation plan requires additional data as to the nature of interspecific interactions. The information is important because interspecific interactions of carnivores have been shown to change the distribution and abundance of sympatric competitors and cause “ripple effects” in populations of other species. Tolerances of individual carnivore species for human disruption suggest that present day species assemblages will not move as units given almost any scenario of anthropogenic change. Rather than simply overlaying single species habitat quality maps to create a map of multi-species habitat value, evaluating commonalities among the species in limiting factors to viability may be more productive. For example, critical areas for habitat generalists that direct human persecution limits (such as wolves) may be distinct from critical areas for less-persecuted species that suffer from loss of particular habitat types (such as the fisher). However, the biological productivity of an area, through its effect on carnivore movement patterns, may interact complexly with the potential for human/carnivore conflict, making interactions among individual limiting factors important.

The most productive modeling approach will vary depending on the type of threat facing the species. If loss of habitat is important, vegetation data will be most useful. If human-associated mortality is significant, data on roads and land use may be more important. The degree of habitat specialization shown by the species will affect the role of landscape pattern metrics. If it is a habitat specialist, and habitat patches are isolated, landscape pattern may be important. If it is a generalist, or patches are clumped, habitat area may be more critical (Wiens 1997).

Although species within each of the four carnivore families considered here (canids, felids, ursids, and mustelids) vary in their level of ecological resilience, they share common life history characteristics that form a starting point for analysis. Canids have high demographic potential and resiliency. Although habitat generalists and good dispersers, high levels of human persecution may make them area-limited. Felids have generally low demographic potential but are fairly good dispersers. Their food and denning resources may be associated with different seral stages, making landscape interspersion important. Ursids have generally low demographic potential and are dispersal-limited. They are energetically constrained by seasonally high food requirements. As dietary and habitat generalists, they respond to landscape interspersion. Mustelids have low demographic potential and may be dispersal-limited. They are habitat specialists, with the possible exception of the wolverine, which shows similarities to larger carnivores.

The species’ social structure is another important variable affecting resilience (Weaver et al. 1996). The social characteristics of wolf packs enhance resiliency, as the proportion of females breeding and subadults dispersing can adjust to compensate for changes in human-caused mortality and prey density. In contrast, martens and fishers maintain intrasexually-exclusive territories, but territoriality changes as habitat quality shifts (Powell 1994). Learned foraging behavior is important in the grizzly bear and wolverine and allows the use of widely-dispersed and temporally variable food resources. This may increase site fidelity and make recolonization more difficult. It would also increase the long-term effects of habitat disturbance
and the potential of human-caused mortality to disrupt social structure (Craighead et al. 1995).

Commonalities are evident between species in demographic parameters such as home range size, fecundity, and degree of sex-biased dispersal (Weaver et al. 1996). A large home range size suggests that small-population issues such as inbreeding and Allee effects may be important. Low fecundity increases risks from human persecution. Dispersal characteristics interact with landscape pattern to affect functional connectivity. Wolves and mountain lions have a strongly long-tailed (leptokurtic) distribution of dispersal distances and have been documented crossing semi-developed areas. This suggests that a relatively higher proportion of the population of these species can exist in buffer areas, with core areas forming a smaller but still critical component.

Grizzly bears, however, although capable of large seasonal movements within ecosystems, have never been documented moving between ecosystems (Weaver et al. 1996). Their high rate of mortality in non-core areas suggests that ensuring regional connectivity will be problematic and viability will depend on core areas large enough to support most of the population (Weaver et al. 1996, Craighead et al. 1997).

A robust regional-scale modeling approach must explicitly examine cross-scale linkages in the factors limiting distribution and population viability. This represents a departure from the fine-scale focus of traditional wildlife models. Aspects of these models that we can expect to scale-up must be separated from those that we can ignore for the purposes of model simplification. Hierarchy theory provides a framework for analyzing the links between processes operating at multiple scales (Allen et al. 1984). Models representing a particular focal scale will have dynamics generated by integrating events occurring at finer scales and will have constraints imposed by processes operating at coarser scales (Wiens 1989b, Johnson et al. 1992). For example, constraints imposed on grizzly bear distribution by areas of high road density may be most evident at coarse-scales, while vegetation attributes dominate at finer scales (Mace et al. 1996).

This suggests that the first stage of development of regional models will be analysis of regional-scale constraints, followed by incorporation of progressively finer-scale factors. These finer-scale factors may increase in importance as regional-scale suitability becomes marginal. An example would be tree species’ that occupy a variety of microsite types at the center of their distribution, but are restricted to the most favorable microsites at the margins of their range (Lenihan 1993).

The hierarchy of scales developed by Delcourt et al. (1983) provides a conceptual framework for regional modeling (Walker and Walker 1991). Micro-, meso-, and megascale processes are identified and data are collected through a nested study design that links intensive study sites with spatially-extensive regional data.

Existing modeling approaches such as the HSI and CEA rely on qualitative generalizations on species/habitat relationships derived from a review of the literature. This approach may be attractive in that it summarizes qualitative field knowledge intuitively. However, such theoretical models are evidently poor at predicting the regional-scale distribution of wide-ranging carnivores. Prospective monitoring and management of carnivore species assemblages require the development of empirical models that can reliably predict the status of multiple species over regional scales. Until recently, collecting the extensive survey data sets that form the basis for these types of models was a low research priority. However, new agency monitoring mandates have led to increasing availability of such data, and regional-scale data on habitat attributes are also increasingly available through sources such as remotely-sensed vegetation layers. However,
integrating these two types of data into regional-scale models is just beginning.

Where such standardized survey data on species distribution are unavailable, alternative information such as trapline records may be useful if spatially-referenced. Alternately, if fine-scale telemetry data are available from several study areas distributed across the region, comparisons of occupied and unoccupied habitat may allow a general model incorporating regional variation to be developed. If insufficient data are available and a theoretical model must be used, we should compare model predictions with coarse-scale range boundaries for a weak validation.

Static spatial statistical modeling can be used to analyze correlations between species distribution data and the coarsest level of constraints. These might include road density, human population density, and land use categories. The second level of habitat factors might include vegetation type or ungulate biomass indexes. Climatic and topographic variables, including slope, aspect, elevation, precipitation, and snow depth, will be important at coarser scales and may also contribute to fine-scale selection (Paquet et al. 1996, 1997). Trend surface variables, derived from geographic coordinates, are potential “place-holders” for regional trends that cannot be associated with other attributes, but the development of autoregressive models may make their use unnecessary (Augustin et al. 1996, Wu and Huffer 1997).

Such static models predict the distribution of species at “equilibrium” with the distribution of habitat. Hybrid approaches are necessary to combine static habitat analysis with the effects of connectivity and landscape pattern. Because functional connectivity depends on habitat permeability and on dispersal “pressure” from source habitats, modeling of more complex dynamics such as source-sink effects may require integration of the habitat quality of the landscape mosaic as a whole (Wiens 1996, 1997).

Because spatially-explicit dispersal data are only rarely available, analyzing correlations between the above habitat factors and dispersal directly is usually not possible. Genetic analyses may allow this in future (Craighead and Vyse 1996). The existing distribution of carnivores in the Rockies may not provide data on present levels of connectivity due to lag effects from factors such as past predator control. Data from wolf recolonization may be one of the few sources of data on connectivity. For most species and for areas more distant from source populations, modeling of dispersal paths is the only option.

Results of nonspatial PVA’s have been highly sensitive to subtle variations in model structure, leading to the suggestion that multiple models be considered (Doak and Mills 1994, Mills et al. 1996, Pascual et al. 1997) and integrated using Bayesian approaches (Milne 1989, Aspinall and Veitch 1993). Static spatial modeling techniques that can use coarser-resolution data such as presence/absence records may complement analytical or simulation modeling, especially in ‘data-poor’ situations (e.g. with most mustelids) (Hanski 1996, Karieva et al. 1996).

Because validation data are scarce, modeling of dispersal should use multiple approaches. Modified least-cost path modeling is the most practical approach (Paquet et al. 1997), but we should also explore dynamic models (Walker and Craighead 1997) and hybrids. We could create a CRW diffusion model where the number of starting dispersers is based on the area and habitat quality of a core area, as defined through a previous static modeling stage, or use the habitat values derived from a static model as input to a pseudospatial model (Akca kaya and Atwood 1997). CRW models could also be used to parameterize interpatch dispersal rates for pseudospatial models (Gustafson and Gardner 1996).
A potential opportunity for use of a hybrid approach can be found in two studies that model the regional viability of wolves in the north-central U.S.. Mladenoff et al. (1995) used a static model based on road density to predict “equilibrium” wolf distribution. Haight et al. (1998) used a nonspatial simulation model to analyze the effects of dispersal and human-induced mortality on wolf occupation of semi-developed lands surrounding core areas. These two approaches could be integrated by basing a pseudospatial model or a SEPM on habitat values provided by the static model. This would allow conclusions about the differential suitability of “islands” of low road density that varied in size and degree of isolation from other habitat, due to distance and character of the intervening landscape matrix.

To apply these models to an area such as the Rocky Mountains where topographic barriers limit connectivity would require further adaptations. However, the general approach of integrating multiple models at multiple scales is likely to have wide applicability. Recent studies have resulted in models that are more biologically- and spatially-realistic than those in current use by agencies. Development of new techniques such as outlined above should allow researchers to improve upon this work further. Regional-scale predictive models that allow objective habitat-based status assessment and monitoring will be critical tools for insuring the survival of carnivores in the Rocky Mountain region.
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